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Abstract: By using metadynamics at a temperature T0 we
reconstruct the free energy FT0(E,s) as a function of
the potential energy E and of a geometrical variable s. We
show here that from FT0(E,s) one can estimate the free
energy also at a different temperature. This allows tracing
the entropy and characterizing the properties of molecular
systems at all temperatures by a single simulation. We
validate this approach on the water dimer dissociation.

Metadynamics1 is a novel technique that can be used for
computing the free energy barriers and exploring new reactions
pathways in a wide range of contexts, from protein folding2 to
mineral phase transitions3 and organometallic reactivity.4 It is
based on biasing the dynamics with a history-dependent potential
VG(s,t) defined in the space of a set of collective variables (CV).5

In the limit of a long metadynamics run, the free energy surface
can be reconstructed as a function of the CV s: F(s)∼ -VG(s,t).
We show here that the potential energy E can also be used as
a generalized coordinate for studying chemical reactions. E has
already been used as a CV in metadynamics for reconstructing
the density of states of an Ising model.6 It has also been used
as a helpful auxiliary collective variable to better explore the
configuration space in some nucleation studies.7 During a
chemical process, the potential energy E varies as the system
explores new intermediate/transition states. Thus, it is a relevant
collective variable. We propose to use E in combination with
ordinary geometrical CVs to conduct a chemical study. The
advantages of such an extended set of CVs will be shown:

tracing the entropy along a reactive pathway and extrapolating
the thermodynamic quantities at different temperatures.

Using the potential energy E as a CV together with ordinary
geometrical variables s in a metadynamics scheme allows
reconstructing, at a temperature T0, the free energy FT0

as a
function of E and s simultaneously. Remarkably FT0

(E,s)
contains the relevant information for characterizing the ther-
modynamic properties of the system at all the temperatures T,
including the probability to observe the reactants/products and
the activation entropy. In fact, for a system of potential energy
E(r) we have, within the canonical ensemble

where, in the second passage, we used the properties of the Dirac
delta. The density of states

appearing in the last passage is a measure of the number of
configurations r that exist at an energy E(r) and for which s(r)
) s. By definition this quantity does not depend on T0. Thus,
the free energy at a different temperature T can be directly
computed from FT0

(E,s)

The internal energy profile UT0
(s) and the free energy profile

FT0
(s) are also directly derived from FT0

(E,s)

Finally, the entropy ST0
(s) as a function of the reaction coordinate

s is given by ST0
(s) ) (UT0

(s) - FT0
(s))/T0. Thus, using eqs 1-3

allows computing the U, F, and S profiles at any temperature T
by a run performed at a single temperature T0.

The entropy obtained in this manner could alternatively be
derived computing U as the average of E for fixed s and the
free energy F as a function of s alone by thermodynamic
integration or one-dimensional metadynamics. However, as it
is clear from eqs 2 and 3, internal energy, free energy, and

* Corresponding author e-mail: Anne.milet@ujf-grenoble.fr (A.M.),
laio@sissa.it (A.L.).
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FT0
(s, E) ) -kBT0 ln ∫ drδ(E - E(r))δ(s - s(r)) exp(- 1

T0
E(r))

) E - kBT0 ln ∫ drδ(E - E(r))δ(s - s(r))

) E - kBT0 ln (Ω(E, s))

Ω(E, s) ) ∫ drδ(E - E(r))δ(s - s(r))

FT(E, s) ) E - TkBln Ω(E, s) ) E + T
T0

(FT0
(E, s) - E)

(1)

UT0
(s) )

∫ dEEexp(-FT0
(E, s)/kBT0)

∫ dEexp(-FT0
(E, s)/kBT0)

(2)

FT0
(s) ) -kBT0 log(∫ dEexp(-FT0

(E, s)/kBT0)) (3)
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entropy depend implicitly on the temperature T0. Thus, if one
wants to characterize the behavior of the system at several
temperatures T, one would be forced to repeat the calculation
at all T. One can also obtain the entropy as a function of a
geometrical parameter within the harmonic and the rigid rotator
approximations,8 but those approximations break down in
solvated systems and at high temperature where anharmonicity
effects become important. Instead, our approach allows comput-
ing the entropy profile at a minimal computational cost without
those approximations. Furthermore, it provides F, U, and S
profiles in a wide range of temperatures by a single calculation.

In practical application, FT0
(E,s) is estimated by metadynamics

that, by construction, explores only a finite region of the CV
space. Thus, even if eq 3 is in principle exact, the larger the
difference between T and T0 is, the less the extrapolation will
be meaningful. Indeed, the CV regions that are relevant at T
and T0 might be different. We here perform the extrapolation if
two criteria are satisfied:

1. The free energy surface FT0
(E,s) has to be sufficiently

explored. For a given (E,s), the accumulation of Gaussians must
be larger than 2kBT0 to extrapolate FT0

(E,s) into FT(E,s).

2. In order to compute the profiles FT(s) and UT(s), one has
to integrate FT(E,s) along E according to eq 2 and eq 3. Thus,
for a given value of s, the extrapolated free energy surface
FT(E,s) has to be sufficiently explored as a function of E in the
region around the minimum of F, as this region dominates the
integrals. Denoting by E0(s) the value of E minimizing FT(E,s)
at fixed s, we require that all the values of E for which FT(E,s)
- FT(E0(s),s) < 2kBT are explored. This is imposed requiring
the history-dependent potential to be larger than 2kBT0 in this
region.

This procedure has been validated on a simple system, the
water dimer treated at the DFT level. At T ) 0, the only stable
state is the bound dimer, while at high T, a dissociated state
becomes gradually stabilized by configuration entropy. In order
to retain the physical meaning of the total energy of the system,
we perform our calculations using the Born-Oppenheimer ab
initio molecular dynamics approach, using the CP2K-QuickStep
program.11 QuickStep is an implementation of the Gaussian
Plane Waves (GPW) method based on the Kohn-Sham
formulation of density functional theory (DFT). It is a hybrid
method using a linear combination of Gaussian-type orbitals to
describe the Kohn-Sham orbitals, whereas an auxiliary plane
waves basis set is employed to expand the electronic charge
density. The basis set used is a quadruple-valence set of
Gaussian orbitals with a set of three polarization functions added
for all atoms in conjunction with the Goedecker-Teter-Hutter
pseudopotentials. The auxiliary PW basis set was defined by a
cubic box of 12A3 and by a density cutoff of 500 Ry for the
larger grid. The use of the BLYP functional for this system has
been validated through comparison with experimental results9

and high-level calculations10 The four hydrogen atoms have
been replaced by deuterium in order to increase the dynamics
step to 0.5 fs. Velocity rescaling has been used to enforce a
constant temperature T0.

The free energy has been reconstructed at T0 ) 100 K by
metadynamics11 as a function of the potential energy E and a
geometrical collective variable, namely the coordination number
between the two oxygen atoms, s ) cn(O,O) )[1-(r/r0)3]/[1-

(r/r0)6] where r is the O-O distance and r0 ) 3.5 Å. The shape
of the added Gaussians is defined by the height (0.063 kcal/
mol ≈ 0.3 kBT0), the width along s (0.03), and the width along
E (0.188 kcal/mol). The Gaussians are added every 20 fs.

The metadynamics runs have been stopped after 1500
Gaussians have been added: after this time, a diffusive behavior
in CV space and several recrossings of the transition state region
are observed. The free energy surface FT0

(E,s) is then recon-
structed on a 500 × 500 grid in the (0.2 < cn(O, O) < 0.8) ×
(0 kcal/mol< E < 10 kcal/mol) region. The cn(O, O) limits derive
from the size of the box, which restrains the accessible range
for the lower region, and on repulsion between nuclei, which
forbids the system visiting the upper region. All the energies in
the following are expressed as a difference with respect to the
global total energy minimum. The two-dimensional free energy
FT0 ) 100K(E,s) is shown in Figure 1. Then, following the general
procedure detailed above, we extracted from FT0 ) 100K(E,s) the
internal energy UT0 ) 100K(s), the free energy FT0 ) 100K(s), and
the entropy ST0 ) 100K(s) as a function of the geometrical variable
s. The result is shown in Figure 1, right panel. The error bars
are estimated repeating the procedure in 5 independent but
equivalent simulations.12 All the free energy profiles fall in a
range of 0.5 kcal/mol around the mean. Similarly, all the entropy
profiles fall in a range of 5 cal/mol/K × 100 K ) 0.5 kcal/mol
around the mean. From now, the discussion will be based on
the more accurate mean profiles.

The free energy profile FT0 ) 100K(s) and the entropy profile
ST0 ) 100K(s) obtained at T0 ) 100 K are plotted together with the
internal energy profile UT0 ) 100K(s) in Figure 1. Both F and U
present a minimum at s ) 0.64 corresponding to the bound water
dimer, with an O-O distance r ) 2.89 Å. For smaller s, along the
dissociation path, those two profiles start becoming different: the
free energy profile F(s) presents a maximum around s ) 0.40,
whereas the mean energy profile U(s) increases monotonically. It
is well-known that the origin of those different behaviors lies in
the entropic effect: the higher the temperature is, the more the
dissociated dimer is stabilized by configurational entropy. Indeed,
the entropy monotonically increases during the dissociation (see
Figure 1): from s ) 0.64 to s ) 0.2, the dissociation of the water
dimer leads to a net entropy increase of T0 × S ) 2.2 kcal/mol at
T0 ) 100 K.13 Thus, the entropic contribution (2.2 kcal/mol)

Figure 1. Left panel: Free energy in function of the potential
energy E and s ) cn(O,O) at T0 ) 100 K reconstructed from
a metadynamics run. Right panel: Free energy F, internal
energy U, and temperature × entropy T0S profiles along the
reaction coordinate s ) cn(O,O), resulting from the mean
value of 5 independent metadynamics runs at T0 ) 100 K.
Error bars correspond to the standard deviation. High values
of cn(O,O) correspond to the bound water dimer; low values
of cn(O,O) correspond to the dissociated dimer.
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compared with the net energy increase (3.4 kcal/mol) is far from
being negligible.

Any extrapolation of a given property at another temperature
T based on the entropy profile ST0

(s) has to be taken with caution:
this procedure cannot be valid for large changes in temperature,
as ST0

(s) depends on T0. On the other hand, computing the free
energy F as a simultaneous function of a geometrical parameter
s and the potential energy E allows extrapolating the results
over a much broader temperature range. We have performed
the same calculations at lower (T0 ) 80 K) and higher (T0 )
120 K) temperature. In Figure 2, the free energy profile FT0

at
temperature T0 obtained from a metadynamics at this same
temperature T0 is plotted together with the free energy profiles
FT extrapolated from FT 0

′(E,s) obtained at another temperature
T0′ ) T0 ( ∆T (∆T ) 20 K and/or 40 K). Those free energy
profiles perfectly illustrate the stabilization the dissociated dimer
gains at higher temperature. Indeed, this behavior is observed
for both the original and the extrapolated profiles. At the
beginning of the dissociation process (cn(O,O) > 0.40), the
agreement between simulated and extrapolated profiles is
particularly good. Once the dimer is dissociated (cn(O,O) <
0.40), the difference between simulated and extrapolated profile
remains lower than 0.7 kcal/mol. Following this idea, we have
extrapolated the free energy at much higher temperature from

the runs at T0 ) 100 K: the dissociated dimer is found to be
more stable for T > 150 K (see Figure 3).

In conclusion, we have here shown that by using the potential
energy E as a collective variable in a metadynamics framework,
it is possible to address two issues that are considered very
challenging in computational chemistry: tracing the entropy
along a reactive pathway and extrapolating thermodynamic
quantities at different temperatures. If used in combination with
other geometrical collective variables s, the potential energy E
allows reconstructing the free energy surface FT0

(E,s). From this
quantity one can directly obtain the entropy along the reactive
pathway. Moreover, using simple thermodynamics identities,
from FT0

(E,s) one can estimate the free energy at a different
temperature T. This allows extracting from a single simulation
the relevant thermodynamic quantities in a wide range of
temperatures.
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Abstract: We introduce a new class of collective variables
which allow forming efficiently beta-sheet structures in all-
atom explicit-solvent simulations of proteins. By this ap-
proach we are able to systematically fold a 16-residue beta
hairpin using metadynamics on a single replica. Application
to the 56-residue SH3 and GB1 proteins show that, starting
from extended states, in ∼100 ns tens of structures
containing more than 30% beta-sheet are obtained, includ-
ing parts of the native fold. Using these variables may allow
folding moderate size proteins with an accurate explicit
solvent description. Moreover, it may allow investigating
the presence of misfolded states that are relevant for
diseases (e.g., prion and Alzheimer) and studying beta-
aggregation (amyloid diseases).

1. Introduction
All-atom explicit solvent simulations are still not competitive
with bioinformatics or knowledge-based approaches for protein
structure predictions, at least in terms of cost-effectiveness. In
order to improve the predictivity of accurate simulations, it will
be necessary to address two issues, both of the utmost
importance: First, the accuracy of the force fields that, as is
well-known, is still far from optimal. Second, the sampling
efficiency: even if the “perfect” force field was available, in
order to predict the native fold of a protein one should explore
several structures and compare their free energies accurately.
In this work we address the problem of performing an efficient
sampling of protein conformations.

The structure of proteins typically contains a large amount
of secondary structure, in the form of alpha helices and beta
sheets. The formation of an R helix is a rather simple process,
which mainly requires the local alignment of backbone dihedrals

in a segment of the protein chain and typically happens on a
time scale of about 100 ns.1 Instead, beta-structures are more
complicated, as shown by characteristic formation times at least
1 order of magnitude longer.1-3 This difference is mainly related
to the fact that building of beta-structures requires the proper
dihedral arrangement in two distant segments of the protein
chain and the simultaneous formation of specific interstrand
H-bonds. As a result, simulating by accurate molecular dynamics
(MD) with explicit solvent the folding process of proteins
containing beta-structure is challenging: already studying a
16-residues beta-hairpin requires significant computational
resources.4-6 This is an important limitation, as beta-structures
are present in many proteins and, moreover, are the key
structural element in fibrils.7

In order to enhance the probability of observing beta-
structures one can use an enhanced sampling scheme such as
umbrella sampling, thermodynamic integration, or metadynam-
ics.8 These approaches require choosing an appropriate collective
variable (CV) which describes the progress of the conforma-
tional transition. For instance, such a variable could be defined
using the beta secondary structure definition of DSSP9 or
STRIDE,10 which is primarily based on the H-bonds pattern.
Unfortunately, it is well-known that a precise indicator of a
structural property is not necessarily a good reaction coordinate
for simulating a transition process.11 Indeed, we tested CVs
based on the peculiar H-bond arrangement of beta-structures,
that, for example, in the antiparallel � sheet are formed between
pairs of residues (i,i + h), (i + 2,i + h - 2), etc. We observed
that using this class of CVs with metadynamics12 allows the
formation of beta-structure but is affected by technical problems
when implemented in MD, since it drives the system not only
toward well-formed beta strands but also toward unphysical
structures with unlikely conformations. This can be understood
considering that the formation of even a single beta bridge is a
rather complex process that requires establishing selected
hydrogen bonds after specific dihedral transitions and after the
correct alignment of the two chain segments forming the bridge.
A CV taking into account only one of these three aspects may
not be effective to bias the formation of beta-sheet structures.

To overcome these limitations, we here introduce a CV for
beta-structure which is defined in a different manner, by
counting how many pairs of 3-residue segments adopt the correct
beta conformation in a given protein structure. The correct
conformation is taken simply as the average beta conformation
of experimental protein structures. The CV is not tailored on
the specific fold of a single protein, but it is meant as a general-
purpose CV which can describe beta-structure in all proteins.* Corresponding author e-mail: fabio.pietrucci@gmail.com.
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First, we benchmarked the new CV by simulating the
C-terminal beta hairpin of protein GB1 in explicit solvent, using
a single-replica metadynamics12,13 simulation. The correct folded
state is systematically obtained, together with several misfolded
states, at a cheap computational cost. Next, we investigated the
conformational space of two larger (56 amino acids) proteins,
SH3 and GB1, whose native folds include a large amount of
beta secondary structure. These two proteins have been inves-
tigated in several experimental and theoretical studies of protein
folding.14-18 However, a compelling simulation of their folding
mechanism with accurate explicit-solvent force fields is still
lacking. We attempted to fold both SH3 and GB1 by bias-
exchange metadynamics19,20 simulations in explicit solvent,
employing the new CVs. Starting from extended states, within
∼100 ns of total simulated time tens of different conformations
with a large content of extended beta structure are obtained.
Among these, several configurations are obtained which contain
the main structural elements of the native state. Bias-exchange
metadynamics simulations performed on the same systems but
using other variables explore the conformational space ∼10
times less efficiently.

2. The Beta Collective Variable

In order to define a CV for exploring protein beta-sheet
structures by metadynamics or other enhanced sampling tech-
niques, we first defined from the PDB database the shape of an
ideal building block for beta sheets, i.e. a small beta subunit
composed of a few amino acids, which by replication gives rise
to the extended beta-strucures. To this aim, we considered the
representative proteins of the 20 architecture entries in the
“mainly beta” class of the CATH database21 (PDB codes 1bds,
1gvk, 1h8p, 1i5p, 1itv, 1k7i, 1m3y, 1n7v, 1nh2, 1qre, 1rg8, 1tl2,
1w6s, 1ylh, 2bbk, 2dpf, 2hnu, 2nwf, 3sil, 4bcl). For each protein,
we extracted the residues belonging to beta secondary structure
(according to the STRIDE10 definition), and, among them, we
extracted all pairs of segments of 3 residues connected by
hydrogen bonds. We computed the RMSD of the positions of
backbone N, CR, C, O, and C� atoms in the 3 + 3 blocks.
Antiparallel beta blocks are similar within a RMSD of only
0.048 ( 0.017 nm, parallel beta blocks within 0.066 ( 0.028
nm. Therefore the beta-structures observed in proteins, despite
their impressive variety, are composed of 3 + 3 blocks which
are remarkably similar. This allows the definition of the ideal
(i.e., average) “beta block”. We defined the ideal antiparallel
and parallel beta blocks by taking the central structure of each
pool. In the case of the parallel beta-structure, two equivalent
blocks exist, corresponding to a symmetry operation obtained
by rotating of 180° both the 3-residue segments around their
backbone axis.

Using this definition of beta blocks, we implemented a CV
which counts how many 3 + 3 residues units are similar to the
“beta block”. This CV is defined as a differentiable function of
the atomic coordinates in the following manner

where n is a function switching smoothly between 0 and 1, the
RMSD is measured in nm, and {Ri}i∈ΩR are the atomic
coordinates of a set ΩR of six residues of the protein, while
{R0} are the corresponding atomic positions of the ideal beta
block. In the case of antiparallel beta, all sets ΩR of residues of
the form (i,i + 1,i + 2; i + h + 2,i + h + 1,i + h) are summed
over in eq 1. For parallel beta, sets (i,i + 1,i + 2;i + h,i + h +
1,i + h + 2) are instead considered. For each residue, only
backbone N, CR, C, O, and C� atoms are included in the RMSD
calculation (in Gly residues the C� is missing and the corre-
sponding hydrogen is used instead).

The same procedure has been applied to define the ideal R
helix block formed by six consecutive residues, in order to define
a CV measuring the amount of alpha secondary structure. In
this case the sum in eq 1 runs over all possible sets ΩR of six
consecutive protein residues (i, i + 1,i + 2,i + 3,i + 4,i + 5),
and {R0} are the atomic positions of the ideal alpha block. In
summary, the CVs Santi�, Spara�, and SR are approximately
proportional to the number of beta/alpha blocks of six residues
which are present in a protein 3D structure (Figure 1).

3. Metadynamics Simulation of Beta-Hairpin Folding
We tested on several proteins the ability of the new CVs to
generate secondary structure, starting from unfolded conforma-
tions and performing metadynamics simulations12 in explicit
solvent. First, we benchmarked our approach on the 16-residues
C-terminal beta hairpin of protein GB1 (PDB code 1pgb, Figure
2-A). We used a version of the GROMACS 3.3.1 package22

modified by us, employing the AMBER0323 and TIP3P24 force
fields for protein and water, respectively. The protein was
solvated by 3373 water molecules in a orthorhombic box of
105.8 nm3, neutralized by three Na+ ions. The particle-mesh
Ewald method25,26 was used for long-range electrostatics with
a short-range cutoff of 0.8 nm. A cutoff of 0.8 nm was used for
the Lennard-Jones interactions. All bond lengths were con-
strained to their equilibrium length with the LINCS27 algorithm.
The time step for the MD simulation was 2.0 fs. NPT
simulations at 340 K and 1 atm were performed by coupling
the system to a Nose-Hoover thermostat28,29 and a Berendsen
barostat,30 both with relaxation time of 1 ps. After 1 ns of

S ) ∑
R

n[RMSD({Ri}i∈ΩR
, {R0})] (1)

n(RMSD) ) 1 - (RMSD/0.1)8

1 - (RMSD/0.1)12
(2)

Figure 1. Values assumed by the CV Santi� in the (a) partially
formed and (b) almost-completely folded beta hairpin. The
dashed rectangles outline 3 + 3 residue beta blocks.
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equilibration, the barostat was removed, and the simulations
were continued in the NVT ensemble.

Four independent metadynamics simulations of length 100
ns were performed, starting from extended states without
secondary content. The CVs antiparallel beta (Santi�) and radius
of gyration of CR (Rgyr) were biased by 2-dimensional Gaussians
of height 2 kJ/mol, width 0.1 and 0.05 nm, respectively, adding
a Gaussian every 5 ps.

In each simulation, the experimental folded state is observed
within 50 ns (backbone RMSD < 0.2 nm, Figure 2-A).
Furthermore, several different misfolded states with alpha or
beta content are also found, some of which are reported in Figure
2 (panels B-I). This calculation shows that a suitable choice
of the reaction coordinate allows folding the beta hairpin and
finding misfolded states even using a single replica.

4. Bias-Exchange Metadynamics Simulation of SH3
Folding
Using the CV introduced in this work, we also investigated the
conformational space of the larger (56 amino acids) protein src-
SH3. The native fold consists of a terminal beta-hairpin packed
orthogonally on top of a three-stranded antiparallel beta-sheet,
plus a small 310 helix (PDB codes 1srl, Figure 3-A). The protein
was solvated by 3641 water molecules in a cubic box of 127.2
nm3, neutralized by three Na+ ions. The MD parameters are
the same as for the beta hairpin (see above).

We performed a bias-exchange metadynamics19 simulation
at 340 K, employing four replicas and starting from an extended

state with no secondary structure. The following CVs have been
biased, each one on a different replica: SR, Santi�, Spara�, and the
radius of gyration of hydrophobic side chain carbons (Rgyr).
These CVs are not tailored on the specific native state of SH3,
but they represent general-purpose reaction coordinates for
protein folding. One-dimensional hills of height 2 kJ/mol were
added every 5 ps, and exchanges of the bias potentials were
attempted every 50 ps. The trajectories were clustered with
the TM-align algorithm31 (threshold 0.5) in order to extract the
significantly different structures.

Within 60 ns per replica (total simulation time 240 ns), ∼200
different structures with more than 30% content of secondary
structure are obtained (see Table 1), a selection of which is
reported in Figure 3. In particular, 9 different structures are
obtained which include more than 30% extended beta. Among
these, structures B and C in Figure 3 clearly contain a substantial
part of the native multiple-� sheet of SH3 (Figure 3-A), although
with some topological differences.

As a comparison, another bias-exchange metadynamics
simulation was performed on the same system, this time without
employing the new CVs introduced in this work but biasing
the CVs introduced in ref 19: number of backbone H-bonds in
the first half of the protein, in the second half, and between the

Figure 2. Folded state (A) and several misfolded conforma-
tions (B-I) of the 16-residues C-terminal beta-hairpin of GB1,
obtained by a single metadynamics simulation of 100 ns. The
collective variables Santi� and CR radius of gyration have been
biased.

Figure 3. Experimental folded state of SH3 (A) and selected
conformations obtained using the CVs introduced in this work
in a bias-exchange metadynamics simulation (B-I).

Table 1. Average Number of SH3 Clusters Explored per
100 ns of Total Simulation Time by Bias-Exchange
Metadynamics, Using the New CVs or the Old CVsa

old CVs new CVs

>20% sec. str. 97 203
>30% sec. str. 42 104
>10% beta 4 40
>20% beta 1.7 15
>30% beta 0.1 4

a See the text for a definition. The total simulation time is 940
ns for the old CVs and 240 ns for the new CVs. The structures
have been clustered using the TM-align algorithm31 with a
threshold of 0.5.
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two halves; helicity of the backbone ΦR (as defined in ref 19)
in each fourth of the protein chain; number of contacts among
aromatic side chain carbons, or among hydrophobic side chain
carbons, defined as N ) Σij[1 - (Rij/R0)8]/[1 - (Rij/R0)14] (R0 )
0.3 nm, i,j run over the appropriate carbon atoms). Each replica
was biased by two-dimensional hills of height 0.5 kJ/mol added
every 2 ps; exchanges of the bias potentials were attempted
every 2 ps. These variables are referred to as “old CVs” in Table
1. Sixteen replicas have been used, and a simulation of 60 ns
per replica was performed starting from extended states. By
using these CVs a much smaller number of structures containing
beta-sheets is explored per unit simulation-time, compared to
the new CVs (Table 1 and Figure 4).

5. Bias-Exchange Metadynamics Simulation of GB1
Folding
As a second application, we studied the 56-residues protein GB1.
The native fold consists of a four-strands � sheet formed by
two terminal beta-hairpins connected in parallel and packed on
top of an R helix (PDB code 1pgb, Figure 5-A). The protein
was solvated by 3780 water molecules in a cubic box of 125.0
nm3, neutralized by four Na+ ions. The MD parameters are the
same as above.

A bias-exchange metadynamics19 simulation was performed
on GB1 at 300 K, using 8 replicas and biasing each of the
following CVs on a different replica: Santi�, Spara�, the helicity
of the backbone ΦR (as defined in ref 19) in each third of the
protein chain, and the number of contacts N ) Σij[1 - (Rij/
R0)8]/[1 -(Rij/R0)14] (R0 ) 0.7 nm) with the summation extended
to CR pairs belonging to first and second, second and third, or
first and third segments of the protein chain. One-dimensional
hills of height 2.5 kJ/mol were added every 5 ps, and exchanges
of the bias potentials were attempted every 50 ps. The
trajectories were clustered with the TM-align algorithm31 as
described above.

Starting from extended states, in 80 ns per replica 53 different
structures with more than 30% beta content are explored. A
selection of the structures is reported in Figure 5, panels BsQ.
Remarkably, structures B, D, E, and P contain one or both of
the native terminal beta hairpins, whereas structures B, C, D,

E, and L contain the native central helix (compare Figure 5-A).
Thus, also in this case, using the newly introduced variable
allows exploring a very large number of structures with sig-
nificant secondary content.

6. Conclusions

We introduced a new class of collective variables (CVs)
specifically designed for observing the formation of beta sheets
and alpha helices. The CVs are not tailored specifically on a
given protein fold, but they are aimed at describing the content
of secondary structure in all proteins. Using these CVs together
with an enhanced sampling technique such as umbrella sam-
pling, thermodynamic integration, or (bias-exchange) metady-
namics allows exploring quickly a large number of complex
alpha- and beta-structures starting from unfolded states and
employing accurate explicit-solvent force fields. In particular,
it is possible to systematically fold the C-terminal beta-hairpin
of protein GB1 employing a single-replica simulation. Applica-
tion of the new CVs to the 56-residue proteins SH3 and GB1
in explicit solvent shows that bias-exchange metadynamics
simulations allow to observe in ∼100 ns the formation of tens
of different structures with large alpha- and beta-content. Some
of these structures contain parts of the elements of the native

Figure 4. Number of SH3 clusters explored by enhanced
sampling molecular dynamics as a function of total simulation
time, using the new CVs or the old CVs (see text for definition).
Clusterization has been performed using the TM-align algo-
rithm31 with a threshold of 0.5. The clusters contain an amount
of beta-structure between 10% and 30%, following the DSSP
definition.9

Figure 5. Experimental folded state of GB1 (A) and selected
conformations obtained using the CVs introduced in this work
in a bias-exchange metadynamics simulation (BsQ).
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fold. For both proteins, however, the exact native fold is not
reached within the relatively short span of the simulations.

One should remark that the experimental folding times of
GB1 and SH3 are of the order of milliseconds and seconds,
respectively, indicating that the atomic rearrangements that have
to take place in order to explore the folded state are rather
complex. For a comparison, the folding times of GB1 and SH3
are 3 to 6 orders of magnitude larger than the one of advillin,
the largest system that has been so far reversibly and repro-
ducibly folded with an all atom force field describing the solvent
explicitly. The quality of the new variables introduced here is
demonstrated only comparing the number of nontrivial structures
that are found in a given simulation time. More extended
simulations should be employed to find the experimental folded
state and also to estimate the relative free energy of different
conformations, e.g. by means of a weighted hystogram analysis
of the bias-exchange metadynamics trajectories, as detailed in
ref 32.

Still, our results allow for being optimistic about the pos-
sibility to completely fold proteins of less than 100 amino acids
using simulation times of the order of microseconds. Further-
more, the new variables may help investigating the presence of
protein misfolded states and the phenomenon of beta-aggrega-
tion, which are relevant to understand the mechanism of several
diseases.
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Abstract: The folding and partitioning of WALP peptides
into lipid bilayers is characterized using atomic detail
molecular dynamics simulations on microsecond time
scales. Elevated temperatures are used to increase sam-
pling, and their suitability is validated via circular dichroism
experiments. A new united atom parametrization of lipids
is employed, adjusted for consistency with the OPLS all-
atom force field. In all simulations secondary structure
forms rapidly, culminating in the formation of the native
trans-membrane helix, which is demonstrated to have the
lowest free energy. Partitioning simulations show that
peptide insertion into the bilayer is preceded by interfacial
folding. These results are in excellent agreement with
partitioning theory. In contrast, previous simulations ob-
served unfolded insertion pathways and incorrectly report
stable extended configurations inside the membrane. This
highlights the importance of accurately tuning and experi-
mentally verifying force field parameters against micro-
second time scale phenomena.

How helical peptides fold and integrate into lipid bilayer
membranes remains one of the most intriguing processes in
biophysics. Unfortunately, these folding pathways cannot cur-
rently be directly spatially and temporally resolved in experi-
ments. In principle, computer simulations can provide the
required information, as they can now reach >µs time scales.
However, simulation accuracy requires careful calibration and
verification of force field parameters. We have recently reported

a new set of OPLS-UA lipid parameters tuned against a large
set of experimental data.1 Here we present the application of
these parameters in ab initio simulations of peptide bilayer
folding and insertion simulations. The results demonstrate the
importance of accurate parameters in obtaining the correct
partitioning pathway.

Partitioning theory,2 and previous simulations using implicit
membrane models,3,4 strongly suggest a folded insertion path-
way for hydrophobic peptides and a stable trans-membrane helix
as the native state: the high cost of desolvating exposed peptide
bonds (estimated at ∼4 kcal/mol/bond)5 dictates that the transfer
of solvated peptides into a hydrocarbon phase should follow a
two-stage pathway, where helical segments fold at the phase
boundary prior to insertion (see Figure 1A).6,7 A recent
microsecond molecular dynamics simulation8 directly examined
the folding and partitioning of synthetic WALP peptides9 into
explicit lipid bilayer membranes. However, this study reported
both an unfolded insertion pathway as well as a nonhelical native
state in the bilayer. The disagreement of this result with theory
may arise from either errors in the GROMOS96(43a2)/Berger
(G96/Berger) parameters, or it might be a consequence of the
elevated temperature of 80 °C used in the simulations to enhance
sampling.

Since no experimental data are available for WALP at
elevated temperatures we have measured the peptide secondary
structure as a function of temperature using circular dichroism
spectroscopy. These experiments show that the helicity of
WALP in DMPC lipid vesicles decreases by less than 4% when
the temperature is increased from 25° to 90 °C (see Figure 2,
for experimental details see the Supporting Information).
Equivalent folding simulations can therefore also be performed
at elevated temperatures, as the native state is highly thermo-
stable. This has the advantage of greatly speeding up confor-
mational sampling. The destabilization of the native state helix
in ref 8 therefore strongly points toward a problem with either
the protein force field or the ‘Berger’ lipid parameters.10 To
address this problem, we have recently developed a new set of
united-atom lipid parameters for use in combination with the
OPLS all-atom (OPLS-AA) force field for the peptide.1 For this,
the ‘Berger’ lipid parameters were modified to permit a
nonbonded scale factor of 0.5 for 1-4 interactions, which is
the standard for OPLS-AA.11 In addition, the hydrocarbon
Lennard-Jones parameters of the lipid tails were changed, as
the strength of the interactions in the original set was too weak.
These new lipid parameters were used to study the folding and
partitioning of WALP, resulting in markedly different behavior
to the previous simulations (Methods are given in the Supporting
Information).
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In the simulations two types of bilayer-forming lipid (DPPC,
DMPC) were used, and the peptide lengths (WALP16, WALP23)
were varied. In addition to the force field changes reported,
folding was also studied at lower temperatures (50 °C), where
sampling still turned out to be rapid enough to capture folding
events within the 1 µs time frame of the simulations.

Two sets of starting configurations were generated, with
extended WALP peptides inserted into bilayers in a membrane
spanning configuration, and outside the membrane in the solvent.
The folding results of the different systems starting with the
extended peptide embedded in the membrane (WALP16 in
DMPC at 50 °C, WALP16 in DPPC at 80 °C, and WALP23 in
DPPC at 80 °C) are summarized in Figure 3. All peptides rapidly
form secondary structure, culminating in stable membrane
spanning helices within 1 µs.

The helices correspond to the experimentally observed native
state. The initial phase of all simulations is characterized by a
rapid collapse of the peptide from its extended conformation.
Within 50-100 ns, the water-exposed parts of the peptides are
buried in the bilayer, and the enthalpy drops by ∼10 kcal/mol
per residue in all simulations. The collapse is concomitant with
a buildup of helical turns (see Figure 4B). The significantly

slower sampling rate of WALP16 in DMPC at 50 °C results in
the peptide remaining unfolded but fully inserted from 170 to
260 ns, thus enabling energetic separation of the burial from
the folding process. The result is an enthalpic stabilization of
the native helix over the unfolded inserted conformations
of ∼2.6 ( 1.8 kcal/mol per residue. This is of the same order
of magnitude as the ∼4 kcal/mol estimated previously5,12 and
somewhat smaller than the 5-10 kcal/mol reported by Nymeyer
et al.13 Thus, the helix is enthalpically strongly favored over
competing structures, in agreement with experimental evidence
and in contrast to the results obtained with different force fields.8

To assess the thermodynamic stability of the peptides, we
obtained the free energy as a function of helicity by plotting
the logarithm of a population histogram over the final 500 ns
(see Figure 4A, details in the Supporting Information). For the
OPLS-AA protein in combination with the newly parametrized
lipids unfolded insertion is highly unfavorable, even at high
temperatures of 80 °C, and no unfolding is observed on the
microsecond time scale of the simulations, indicating the trans-
membrane helix is the global free energy minimum. These
results are independent of the lipid used, with indistinguishable
folding patterns for WALP16 embedded into DMPC and DPPC
bilayers. Increasing the hydrophobic core length of WALP from
16 to 23 residues showed no marked effect on the folding
process, and except for a slight increase in the tilt angle of the
native state from 18° ( 5° to 30 ( 9° no difference is

Figure 1. A: Schematic of peptide partitioning into lipid bilayer
membranes. Hydrophobic peptides are generally unfolded in
solution (I). Membrane insertion occurs after interfacial ad-
sorption (II). Two partitioning pathways have been proposed:
Unfolded (IfIIfVfIV) and folded insertion (IfIIfIIIfIV).
Energetic arguments strongly favor a folded partitioning
pathway. B: Adsorption, folding and partitioning of WALP16
in a DPPC bilayer. The helicity (red) and position along the
membrane normal (blue) show peptide absorption and inter-
facial folding at 80 °C (upper panel), followed by folded
insertion after ∼80 ns at an elevated temperature of 200 °C
(lower panel).

Figure 2. Circular dichroism measurements of the secondary
structure of WALP16 in DMPC vesicles over a temperature
range of 25-90 °C (for details see the Supporting Information).
A: The spectra show three distinctive extrema at 208, 222 nm,
and 193 nm, which are characteristic of alpha-helices embedded
in the lipid bilayer membrane of vesicles. The 222 nm line (inset)
shows linear behavior, demonstrating that no melting takes place
over the full temperature range. B: The position of the peaks in
the smoothed spectra show no significant lateral shifts. Second-
ary structure analysis (inset) shows that the peptide remains
helical over the entire temperature range with a loss of helicity
of less than 4%. Similar results were obtained in DPPC
(manuscript in preparation).

Letter J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2203



discernible. The tilt angle increase is consistent with experi-
mental observations14 and with results from implicit membrane
models.4,15,16 In addition, no major dependence of the equilib-
rium properties on the temperature is visible. The folding
kinetics of WALP16 at 50 °C is markedly slower with 600 ns
required to reach >50% helicity, compared to 140 ns at 80 °C.
The folding pathway, however, remains similar.

The present results contrast sharply with previous WALP16
simulations in DMPC and DPPC bilayers.8 In ref 8 unfolded
conformations, stably inserted into the bilayer, dominate at 80
°C, with the peptide oscillating between deeply inserted
completely extended and misfolded conformations. The transient
formation of a membrane spanning helix after ∼1.9 µs did not
lead to further energetic stabilization, and the helix remained
stable for only ∼200 ns before unfolding again.8 Furthermore,
a control simulation starting from an inserted helix was found
to unfold after ∼300 ns, indicating that it is not stable at 80 °C.

The comparatively long time scales required to unfold the
peptide suggests the state is kinetically trapped, with a thermally
accessible barrier to unfolding/refolding. Simulations at 50 °C
give similar results, with the peptide remaining inserted in an
unfolded configuration (Figure 3D). However, the lack of folding
events in this simulation, and the nonreversibility of the folding
in all the OPLS simulations indicate that despite the microsecond
scale the free energy profiles in Figure 4 should be considered
only as rough estimates.

To investigate whether some of the observed differences can
be explained by a helical bias in the underlying protein force
field, control simulations (500 ns each) of WALP16 starting
from an R-helical conformation were performed in water boxes
(∼2000 water molecules) at 27 and 80 °C, with both the G96
and OPLS-AA force field. As expected for a completely
hydrophobic peptide, WALP16 quickly unfolds in all simula-
tions, exposing the polar backbone to the water. The average
helicity is ∼10% over the final 100 ns in all four simulations.
Thus, the difference in stability seen in the partitioning
simulations is not due to an intrinsic preference of the OPLS-
AA parameters favoring the helical state.

Spontaneous folding and insertion of WALP16 was also
studied starting from unstructured conformations placed in bulk
solvent. Hydrophobic peptides are thought to follow the ‘folded
insertion’ pathway6 illustrated in Figure 1A, where the unstruc-
tured peptide (I) is first adsorbed to the interface (II), which
catalyzes folding (III), finally allowing the peptide to insert (IV).
Hydrogen bond formation greatly decreases the cost of parti-
tioning peptide bonds, favoring folded structures in the mem-
brane. This model is supported by our simulations: WALP16
at 80 °C is adsorbed to the surface after ∼25 ns, where it forms
an interfacial helix after ∼400 ns (see Figure 5A, the corre-
sponding helicity and z-position is given in Figure 1B). The
helix remains stable, sandwiched between the hydrophobic core
and the polar lipid head groups. However, insertion is not

Figure 3. Intramembrane folding of WALP in explicit lipid
bilayer membranes with the OPLS-AA force field and newly
derived lipid parameters: A: WALP16 in DMPC at 50 °C. B:
WALP16 in DPPC at 80 °C. C: WALP23 in DPPC at 80 °C.
D: WALP16 in DPPC at 50 °C using the G96/Berger force
field and the SPC water model. A large number of unfolded
and beta-structures are sampled.

Figure 4. A: Free energies as a function of peptide helicity.
All OPLS simulations correctly identify the native helical state
as the free energy minimum. The G96/Berger systems show
unfolded free energy minima. B: Helicity against simulation
time for the OPLS systems (OPLS 1 ) WALP16 in DPPC at
80 °C; OPLS 2 ) WALP23 in DPPC at 80 °C; OPLS 3 )
WALP16 in DMPC at 50 °C; G96/Berger 1 ) WALP16 in
DPPC at 80 °C; G96/Berger 2 ) WALP16 in DPPC at 50 °C).
For the G96/Berger simulations helices form only sporadically
and unfold again rapidly.
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observed within the microsecond time frame of the simulation,
indicating the presence of a kinetic barrier to partitioning, due
to the need to translocate two bulky TRP residues across the
hydrophobic core of the bilayer from one interface to the other,
their preferred position along the membrane normal. To probe
the thermal surmountability of the barrier, the simulation
temperature was increased to 200 °C. Figure 1B shows that
WALP remains predominantly helical at this temperature, and
the barrier is crossed after ∼80 ns. At 80 °C, the transmembrane
state of WALP16 is strongly stabilized compared to the
interfacial helix by ∆HIIIfIV ) -12 ( 4.8 kcal/mol or -0.8 (
0.3 kcal/mol per residue. From the thermal accessibility of the
kinetic barrier at 200 °C we estimate its height to be roughly
∼20 kcal/mol.

The present results are very different from the interfacial
folding simulations in refs 8 and 13, which observed neither an
interfacial helical state nor a barrier to insertion, with WALP
favoring the unfolded inserted (V) state. In contrast, the present
OPLS simulations show that WALP16 follows the pathway
illustrated in Figure 1A. The interfacial insertion barrier is
probably not a general feature for all hydrophobic peptides and
could vanish if bulky headgroup anchoring side chains are
replaced by e.g., alanines or leucines. In this case the surface
adsorbed folded state will only be populated during a short
transition time, and the whole process might show concomitant
folding and insertion. However, unfolded insertion will be
unfavorable irrespective of the particular hydrophobic sequence.

The partitioning behavior illustrated in Figure 5 matches
previous results on WALP peptides obtained with generalized
Born implicit membrane models. These implicit membrane
simulations also predicted an interfacial folding path to the final
transmembrane helix and at a fraction of the computational
cost.3,4,17 However, implicit models are generally limited by a
poor representation of structural features such as the complex
lipid headgroup environment and entropic effects due to lipid
tail order. Our results demonstrate that ab initio peptide
partitioning studies can now also be performed in fully explicit
lipid bilayers. This greatly increases both the accuracy and scope
of membrane protein simulations. Explicit models also allow

for studies of peptide induced bilayer deformations via hydro-
phobic mismatch, pore formation events, and membrane fusion
or lysis. In addition, the lipid composition of the bilayer can be
varied easily. Explicit treatment also directly accounts for
structural water molecules, which often form part of an intricate
system of hydrogen bonds that interconnect helices and protein
subunits. Reorganization of these highly dynamic hydrogen
bonding networks is one of the key drivers of conformational
changes and associated function.

However, great care must be taken to ensure that the protein
and lipid force fields are well balanced. In the future, this can
be best achieved by comparing experimental peptide partitioning
results with direct microsecond time scale folding simulations
and thus obtaining improved force field parameters that repro-
duce partitioning data of whole peptides. The resulting models
open the possibility to provide accurate atomic detail insights
into complex biophysical membrane processes, such as anti-
microbial peptide-induced membrane lysis or spontaneous
assembly of membrane proteins from fragments.
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Figure 5. A: Adsorption and interfacial folding of WALP16
at 80 °C. B: Insertion at 200 °C after 80 ns. The insertion
event is rapid taking less than 0.5 ns to complete.
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Abstract: A semiempirical quantum mechanical (QM)/
molecular mechanical (MM) potential with reformulated QM
core-MM charge interactions is introduced, specifically to
more accurately model hydrogen bonding at the QM/MM
interface. Application of this potential using the PM3
Hamiltonian shows improved prediction of geometry and
interaction energy for hydrogen bonded small molecule
complexes typical of biomolecular interactions, without
significantly impacting the modeling of other interaction
types. Using this potential, more quantitative prediction of
interaction energies is also found at a protein-ligand
interface.

1. Introduction
Biological structure and function are dictated in major part by
the influence of electrostatic interactions, in particular hydrogen
bonds. These interactions typically dominate in substrate
recognition, solvent rearrangements on binding and in enzyme
reaction mechanisms. An ability to faithfully describe hydrogen
bonding is fundamental to accurate biomolecular modeling
methods. Ideally, it is desirable to model such complex
biological systems at a quantum chemical level. A computa-
tionally efficient way to achieve this is Via quantum mechanical/
molecular mechanical (QM/MM) methods, where a quantum
region is coupled to a solvent and biomolecular environment.1

Since their first introduction,2,3 QM/MM approaches have
evolved in their power and popularity alongside improvements
in the underlying QM and MM approaches.

QM/MM methods have also been employed to calculate
thermodynamic properties, such as free energy reaction profiles,

for comparison with experiment.1 Here, however, in order to
account for the large number of conformational states required
in statistical mechanical calculations, the use of ab initio and
density functional methods remains highly expensive. Cor-
respondingly, there has been considerable interest in the
development of fast and accurate semiempirical QM methods.
Recent approaches include OMx,4,5 PM3-D,6 and PDDG/
MNDO and PDDG/PM37 methods. Some approaches8-11 seek
to address the functional form of the NDDO12 core-core
interaction, contributing to the substantial improvements ob-
served in the chemical accuracy of these methods.

In parallel with developments in QM and MM methodology,
considerable effort has been invested into refining the description
of the QM/MM interface, which can be modeled via mechanical
or electronic embedding.13 For the latter, within an ab initio
QM/MM framework, the MM partial point charges enter the
Hamiltonian of the QM region, forming electronic and nuclear
interactions, while nonelectrostatic QM-MM interactions are
modeled using a van der Waals potential. However, the atoms
of a NDDO-based semiempirical QM region comprise valence
electrons and an atomic core; this QM core subsumes the core
electrons and nucleus of the atom into an s orbital term scaled
by an effective nuclear charge, Za. Following the early work of
Field et al.,3 most current semiempirical QM/MM methods
analogously treat MM point charges as scaled s orbital cores.
The resulting QM/MM core-core interaction is of the same
form as the QM/QM core-core expression that required
correction as described above.

In this work, we therefore revisit the model of the semiem-
pirical QM/MM interface, specifically exploring the effect of
reformulating core-core interactions to more accurately model
hydrogen bonding interactions in a biological context. In order
to evaluate the ability of the method to model biologically
important noncovalent interactions, we use the benchmark S22
data set,14 a representative set of 22 bimolecular complexes with
interaction energies determined at the level of CCSD(T) in
conjunction with extrapolation methods to estimate the complete
basis set (CBS) limit. We also apply our modified NDDO-based
semiempirical QM/MM method to modeling noncovalent in-
teractions at a protein-ligand interface.

2. Methods
Here we use the PM315 Hamiltonian in conjunction with the
AMBER force field.16 In the commonly adopted approach
of Field et al.,3 the energetic contribution arising from
interaction of the core of a given QM atom a with MM atom
m is given by
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where Za is the effective charge of QM core a, qm is the
partial charge on MM atom m, sa is an s orbital on the QM
atom, sm is a notional s orbital on the MM atom, and Ram is
the QM-MM interatomic separation. Rm and Ra are param-
eters, as are Fa,0 and Fm,0 upon which the two-center two-
electron integrals in eq 1 rely. After Field et al., Rm and Fm,0

are typically taken as 5.0 Å-1 and 0.0 au, respectively.3 The
scaling of the integrals used in modeling core-core repul-
sions was originally introduced in the context of a purely
semiempirical NDDO model and was intended to reflect
increased screening by core electrons as two nuclei approach
each other. Clearly, the physical premise alters in a QM/
MM context, as now the expression contributes to the
interaction of a MM partial point charge with a QM core,
alongside a Lennard-Jones potential between QM and MM
atoms. Our approach is to introduce a straightforward, general
modification to this interaction term. Alteration of the final
right-hand term of eq 1 leads to the following QM/MM
core-core energy contribution by a given QM/MM atom pair

where Fm,0 is taken as 0.0 au as before, and f1
a and f2

a are
exponential scale factors which depend on QM atom a.
Optimal values were heuristically determined for f1

a and f2
a

(Table 1) based on structures and energetics of complexes
1-3 of the S22 data set (Table 2).

A consequence of this new expression eq 2, relative to eq 1,
is that the interaction of a QM core with a negatively charged
(typically heavy) MM atom is enhanced; conversely, this QM/
MM interaction is reduced for interaction of a QM core with a
positively charged (typically light) MM atom. Use of eq 2 should
therefore increase the strength of hydrogen bonding predicted
by the semiempirical QM/MM method. All calculations were
performed using a modified version of the Amber 9 software
package.16 For the MM molecules of S22 complexes, nonelec-
trostatic parameters for QM and MM atoms were obtained from
the general AMBER force field (GAFF) for organic molecules.17

No significant benefit was obtained by variation of van der
Waals parameters for QM atoms. Atom-centered partial point
charges for these molecules were derived using the AM1-BCC
method.18 For HIV-1 protease, parameters were adopted from
the Cornell et al. force field for proteins.19

3. Results and Discussion
The S22 set14 contains a range of binary complexes representa-
tive of biomolecular interactions (Table 2). Complexes 1-7 are
bound together principally by hydrogen bonding; complexes
8-15 model dispersion-dominant interactions; and 16-22 are
complexes with both types of interaction present. Starting from
the ab initio geometries from Hobza et al. (at the MP2/cc-pVTZ
level or higher14), interaction energies and optimal structures
of the complexes were calculated at the PM3/MM level of
theory. This led to a mean unsigned error in geometry across
the 22 molecules of 0.22 Å (Table 3). The associated mean

unsigned error (MUE) in energy relative to CCSD(T) energies
at the complete basis set limit was 2.1 kcal/mol (Table 2). What
is striking is the poor agreement for the hydrogen bonding
complexes 1-7, with mean unsigned errors in geometry and

EQM/MM
core ) Zaqm(sasa, smsm)(1 + e-RaRam + e-RmRam)

(1)

EQM/MM
core ) Zaqm(sasa, smsm)[1 +

|qm|

qm
· (-e-f

1
a · Ram + e-f

2
a · Ram)]

(2)

Table 1. f1
a and f2

a Parameters for QM Atom a (Å-1)

f1
a f2

a

H 2.2 2.7
H* 3.4 3.6
C 3.4 3.9
N 2.9 3.4
O 3.6 3.6

* When both QM and MM atoms are H.

Table 2. Interaction Energies of S22 Complexes (kcal/
mol)a Calculated via the PM3/MM* Model (Using Eq 2),
Compared with PM3/MM and Reference Values14

QM region ref 14 PM3/MM PM3/MM*

Hydrogen Bonded Complexes (7)
1 ammonia dimer (C2h) ammonia -3.17 -2.17 -3.18
2 water dimer (Cs) donor -5.02 -3.51 -5.25

acceptor -5.02 -3.92 -5.22
3 formic acid dimer (C2h) formic acid -18.61 -10.14 -14.31
4 formamide dimer (C2h) formamide -15.96 -8.51 -10.86
5 uracil dimer (C2h) uracil -20.65 -13.56 -16.61
6 2-pyridoxine/

2-aminopyridine (C1)
2-py -16.71 -9.61 -13.23

2-am -16.71 -9.82 -13.60
7 adenine/thymine

WC (C1)
adenine -16.37 -10.11 -14.36

thymine -16.37 -9.18 -12.59
MUE 5.41 2.63
MSE 5.41 2.54

Complexes with Predominant Dispersion Contribution (8)
8 methane dimer (D3d) methane -0.53 -0.49 -0.51
9 ethene dimer (D2d) ethene -1.51 -0.79 -0.88
10 benzene/methane (C3) benzene -1.50 -0.97 -0.99

methane -1.50 -1.06 -1.15
11 benzene dimer (C2h) benzene -2.73 -2.56 -2.67
12 pyrazine dimer (Cs) pyrazine -4.42 -5.33 -5.64
13 uracil dimer (C2) uracil -10.12 -9.31 -10.21
14 indole/benzene (C1) indole -5.22 -5.57 -6.01

benzene -5.22 -3.99 -5.10
15 adenine/thymine

stack (C1)
adenine -12.23 -12.18 -13.46

thymine -12.23 -12.87 -14.36
MUE 0.54 0.65
MSE 0.19 -0.34

Mixed Complexes (7)
16 ethene/ethine (C2v) ethene -1.53 -0.57 -0.62

ethane -1.53 -0.67 -0.73
17 benzene/water (Cs) benzene -3.28 -2.18 -3.57

water -3.28 -3.45 -3.79
18 benzene/ammonia (Cs) benzene -2.35 -1.59 -2.59

ammonia -2.35 -2.87 -3.12
19 benzene/HCN (Cs) benzene -4.46 -2.51 -2.69

HCN -4.46 -3.17 -3.30
20 benzene dimer (C2v) vertical -2.74 -1.98 -2.10

horizontal -2.74 -1.78 -1.90
21 indole/benzene

T-shape (C1)
indole -5.73 -5.55 -6.00

benzene -5.73 -4.10 -5.27
22 phenol dimer (C1) donor -7.05 -5.15 -6.17

acceptor -7.05 -5.29 -6.74
MUE 1.06 0.70
MSE 0.96 0.41

Overall
MUE 2.14 1.24
MSE 1.99 0.78
r 2 0.86 0.94

a MUE (mean unsigned error); MSE (mean signed error);
correlation with reference values, r 2.
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binding energy of 0.20 Å and 5.4 kcal/mol, respectively. The
corresponding PM3/MM hydrogen bond distances are system-
atically too long, with a mean signed error (MSE) in intermo-
lecular distance of 0.17 Å (Table 3). Single-point PM3/MM
energy calculations at the high level ab initio QM geometries
do not significantly improve the systematically underestimated
interaction energies (Supporting Information).

It is instructive to consider the case of water dimer. The
binding energy of water dimer at the CCSD(T)/CBS level is
-5.0 kcal/mol (Table 2). At the QM/MM level, where PM3
water is the proton donor, the binding energy is considerably
underestimated, at -3.5 kcal/mol (Table 2); we note the same
level of underbinding (-3.5 kcal/mol) is exhibited by the
entirely PM3 water dimer.20 Reversing the QM/MM model, such
that PM3 water is the acceptor, the interaction is stronger by
0.4 kcal/mol. Applying the modified potential which uses eq 2,
denoted here as PM3/MM*, interaction energies of -5.2 kcal/
mol are obtained, regardless of whether QM water is donor or
acceptor (Table 1). This is in good agreement with the CCSD(T)/
CBS value. The improved hydrogen bond energy arises from
enhanced HQM

...OMM interactions which, due to choice of f1
a and

f2
a (Table 1), are pronounced relative to OQM

...OMM interactions.
As observed above, the modified potential also addresses to
some extent the variation in predicted hydrogen bond strength,
depending on which water is treated as QM. Larger exponentials
for f1

a and f2
a of 3.6 and 3.6 Å-1 respectively when the acceptor

oxygen is treated as QM (i.e. a OQM
...HMM hydrogen bond) ensure

a smaller contribution relative to the converse situation of a
QM hydrogen donor, where f1

a and f2
a are 2.2 and 2.7 Å-1,

respectively. Thus, this approach reduces the imbalance in the
QM/MM hydrogen bond in water dimer, compensating for
underpolarization of the QM oxygen. In terms of geometry of
the water dimer complex, where QM water is the proton donor,
the O-H...O angle improves from 197.3° at PM3/MM to 187.6°
at PM3/MM*. This is closer to the angle observed in the
CCSD(T)/cc-pVQZ geometry of 172.8°. For QM water as the
acceptor, a smaller improvement is seen in the O-H...O angle,
from 188.5° to 181.7°. We note that the improved binding
energy for water dimer does correspond to O...H distances of
1.79 and 1.77 Å for QM donor and acceptor, respectively (Table
3); these are about 0.15 Å shorter than the CCSD(T)/cc-pVQZ
values and 0.20 Å shorter than PM3 values. However, by
comparison, very short PM3/MM hydrogen bond distances of
1.62 and 1.66 Å are required to obtain interaction energies of
-5.2 and -5.1 kcal/mol for the QM water as hydrogen bond
donor and acceptor respectively (achieved through optimization
of van der Waals’ parameters of the QM atoms).

For ammonia dimer, there exists a sensitive balance of H...H
and N...H noncovalent interactions which determine the optimal
C2h structure, a tilted geometry with N-H...N angles of 121.9°
and H...N distances of 2.50 Å at the CCSD(T)/cc-pVQZ level
(Figure 1). The symmetry of (NH3)2 is lost by optimization Via
PM3/MM, such that the N-H...N angles are 65.4° and 175.3°
and the H...N distances are 2.22 and 3.53 Å (Table 3, Figure 1).
Through use of the PM3/MM* potential, the tilted C2h symmetry
of the (NH3)2 complex is approximately recovered with H...N
distances of 2.11 and 2.18 Å (Table 3, Figure 1), despite the
inherently asymmetric treatment of the waters via QM and MM
models. In this improved orientation, the binding energy of
ammonia dimer correspondingly improves from -2.2 kcal/mol
at PM3/MM to the high level ab initio value of -3.2 kcal/mol
at the PM3/MM* level (Table 2).

The remaining hydrogen bonding complexes 3-7 observe
geometries in closer agreement with high level ab initio values.
For example, formamide dimer has distances of 1.87 and 1.89
Å at the PM3/MM* level (Table 3), in better agreement with

Table 3. Interaction Distances of S22 Complexes (in Å)a

Calculated via the PM3/MM* Model (Using Eq 2),
Compared with PM3/MM and Reference Values14

QM region ref 14 PM3/MM PM3/MM*

Hydrogen Bonded Complexes (7)
1 ammonia dimer (C2h) ammonia 2.504 2.221 2.112

2.504 3.530 2.179
2 water dimer (Cs) donor 1.952 2.008 1.791

acceptor 1.952 1.973 1.770
3 formic acid dimer (C2h) formic acid 1.670 1.851 1.637

1.670 1.891 1.739
4 formamide dimer (C2h) formamide 1.841 1.987 1.874

1.841 2.105 1.886
5 uracil dimer (C2h) uracil 1.775 1.882 1.792

1.775 1.941 1.822
6 2-pyridoxine/

2-aminopyridine (C1)
2-py 1.859 2.055 1.954

1.874 1.978 1.856
2-am 1.859 2.031 1.882

1.874 2.037 1.869
7 adenine/thymine WC (C1) adenine 1.819 1.978 1.833

1.929 2.026 1.886
thymine 1.819 2.014 1.891

1.929 1.989 1.841
MUE 0.201 0.092
MSE 0.169 -0.046

Complexes with Predominant Dispersion Contribution (8)
8 methane dimer (D3d) methane 3.718 3.639 3.621
9 ethene dimer (D2d) ethene 3.718 3.899 3.842
10 benzene/methane (C3) benzene 3.716 3.907 3.895

methane 3.716 3.874 3.838
11 benzene dimer (C2h) benzene 3.765 3.823 3.806
12 pyrazine dimer (Cs) pyrazine 3.479 3.444 3.410
13 uracil dimer (C2) uracil 3.166 3.440 3.356
14 indole/benzene (C1) indole 3.498 4.500 4.535

benzene 3.498 4.117 4.577
15 adenine/thymine

stack (C1)
adenine 3.172 3.403 3.360

thymine 3.172 3.344 3.275
MUE 0.273 0.294
MSE 0.252 0.263

Mixed Complexes (7)
16 ethene/ethine (C2v) ethene 2.752 3.082 3.021

ethane 2.752 2.899 2.859
17 benzene/water (Cs) benzene 3.435 3.309 3.010

water 3.435 3.063 3.012
18 benzene/ammonia (Cs) benzene 3.592 3.463 3.166

ammonia 3.592 3.170 3.121
19 benzene/HCN (Cs) benzene 3.387 3.497 3.472

HCN 3.387 3.592 3.575
20 benzene dimer (C2v) vertical 3.513 3.728 3.700

horizontal 3.513 3.769 3.728
21 indole/benzene

T-shape (C1)
indole 3.238 3.062 3.020

benzene 3.238 3.228 3.050
22 phenol dimer (C1) donor 1.937 2.093 1.906

4.921 4.705 4.904
acceptor 1.937 2.024 1.828

4.921 5.138 5.090
MUE 0.198 0.220
MSE 0.017 -0.068

Overall
MUE 0.218 0.187
MSE 0.135 0.022

a MUE (mean unsigned error); MSE (mean signed error). The
definition of interaction distances follows ref 6.
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the two CCSD(T)/aug-cc-pVTZ distances of 1.84 Å than PM3/
MM values of 1.99 and 2.11 Å. Indeed, for hydrogen bonded
systems 1-7, the MUE in geometry improves from 0.20 Å to
0.09 Å, and the MSE reduces from 0.17 Å to -0.05 Å, showing
a small underestimation (Table 3). This compares with a more
modest overall improvement in geometry, from a MUE of 0.22
Å for the 22 molecules at PM3/MM to 0.19 Å at PM3/MM*
(Table 3). Alongside improved geometries, the overall MUE
in interaction energy for the S22 set reduces from 2.1 kcal/mol
at PM3/MM to 1.2 kcal/mol at PM3/MM* (Table 2); this is
illustrated by an improved correlation r2 with ab initio QM
binding energies, from 0.86 at PM3/MM to 0.94 at PM3/MM*
(Figure 2). For the hydrogen bonded complexes 1-7, the
improvement is particularly apparent, with a reduction in MUE
from 5.4 kcal/mol at the PM3/MM level to 2.6 kcal/mol Via
PM3/MM* (Table 2).

As expected, less improvement in modeling structures and
energetics is observed for dispersion-dominant and mixed
interaction sets. However, the errors in energy at the PM3/MM
level are already rather smaller relative to hydrogen bonded

complexes 1-7. For complexes of mixed interaction type
16-22, a modest decrease in mean unsigned error of binding
energy from 1.1 kcal/mol for PM3/MM to 0.7 kcal/mol for PM3/
MM* is observed (Table 2). However, no improvement in
performance is found for dispersion dominant complexes 8-15,
where a small increase in MUE by 0.1 kcal/mol is observed.
The mean unsigned errors in geometry for mixed and dispersion-
dominant complexes are marginally poorer using the modified
QM/MM potential, by 0.02 Å in both cases (Table 3). The subtle
dispersive interactions of these complexes are treated in the QM/
MM models rather simplistically Via the QM/MM van der
Waals’ potential. The largest error in geometry of any bimo-
lecular complex in the S22 set, for both PM3/MM and PM3/
MM* models, is found for the indole/benzene stacked dimer
(complex 14). Here, the stacked conformation of the MP2/aug-
cc-pVTZ geometry is distorted into a proto-T-shape conforma-
tion at the PM3/MM and PM3/MM* levels of theory (complex

Figure 1. Minimum energy structure of ammonia dimer at
the (a) CCSD(T)/aug-cc-pVQZ, (b) PM3/MM, and (c) PM3/
MM* levels of theory. Distances in Å.

Figure 2. Interaction energies (kcal/mol) of S22 set calculated
by CCSD(T)/complete basis set (reference), PM3/MM (+) and
PM3/MM* (∆) levels of theory.

Figure 3. HIV-1 protease inhibitor, mozenavir.

Figure 4. Comparison of PM3/MM (+) and PM3/MM* (∆)
models with HF/6-31G* (reference) QM/MM model in predict-
ing total electrostatic interaction energies (kcal/mol) of native
and decoy ligand poses with HIV-1 protease.

Table 4. Mean Unsigned Error (MUE), Mean Signed Error
(MSE), Range of Error (∆E), and Correlation r2 for
Electrostatic Interaction Energies of Native and Decoy
Ligand/HIV-1 Protease Complexes Computed at the
PM3/MM and PM3/MM* Levels of Theory, Relative to
Reference Ab Initio QM/MM Calculations

method MUE MSE ∆E r 2

PM3/MM 25.20 25.20 25.39 0.85
PM3/MM* 6.29 5.53 15.71 0.96
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21), leading to intercentroid distances of around 1 Å larger than
the ab initio QM values (Table 3 - note that interaction distances
for complexes 14 and 21 are defined differently). This reflects
for this complex an imbalance of polar and dispersive interac-
tions in both the semiempirical QM/MM models.

Having adopted a reformulated QM core-MM charge term
and applied the resulting PM3/MM* model to the S22 set, we
now consider the case of a protein-ligand interaction, specif-
ically that of HIV-1 protease with mozenavir (Figure 3).

The native and 39 non-native structures of the complex have
been studied previously by us, using a QM/MM approach, with
the QM region (the ligand) described both at the HF/6-31G*
and PM3 levels of theory.21 In accord with available experi-
mental evidence, the catalytic aspartyl dyad was modeled in its
neutral form. The ligand conformations adopted in the non-
native structures span a root-mean-square deviation in atom
positions from 0.15 to 6.86 Å from the native pose. It was found
that PM3/MM calculations underestimated the affinity of
protein-ligand interactions relative to the ab initio QM/MM
model quite significantly (Figure 4), with a MSE and MUE of
25.2 kcal/mol relative to HF for the 40 structures.21

Application of the modified PM3/MM* potential to the set
of mozenavir/HIV-1 protease structures reduces the MSE in
interaction energy to 5.5 kcal/mol and MUE to 6.3 kcal/mol;
the range in error is also 10 kcal/mol smaller (Table 4). The
correlation, r2, between calculated semiempirical and ab initio
QM/MM electrostatic interaction energies improves from 0.85
to 0.96.

To obtain insight into contributions of individual amino acid
residues to binding mozenavir in its native pose, MM charges
of individual key amino acids were deleted and the electrostatic
interaction energy difference obtained (Figure 5). Generally
more quantitative results are found for PM3/MM* relative to
the PM3/MM model. For example, at the ab initio QM/MM
level, the catalytic residues Asp25 and Asp25′ are predicted to
contribute -15.0 and -14.6 kcal/mol, respectively, to the
binding of mozenavir (Figure 5). Whereas the PM3/MM model

finds contributions of -7.4 and -7.3 kcal/mol for Asp25 and
Asp25′, the PM3/MM* method obtains closer agreement with
the HF model, with respective estimates of -12.0 and -12.1
kcal/mol. Similar improvement is found for other amino acid
contributions, with an overall reduction in MUE from 1.0 to
0.5 kcal/mol. We note that PM3/MM* calculations are in
reasonable agreement with HF/6-31G*/MM interaction energies
for protein-ligand complexes as well as much higher level
CCSD(T)/CBS calculations for the S22 small molecule com-
plexes. Although the reasons for this are not entirely clear,
agreement may in part stem from the consistency of the AMBER
point charge model with the HF/6-31G* level of theory and
from a fortuitous balance struck by the HF/6-31G* model.

4. Conclusions
In this Letter, we have introduced a semiempirical QM/MM
potential with reformulated QM core-MM charge interactions.
Application of the QM/MM potential shows improved
prediction of geometry and interaction energy for hydrogen
bonded small molecule complexes typical of biomolecular
interactions. This is without significant deterioration in the
modeling of dispersive interactions. Further refinement in the
approach can be envisaged - for example, here we introduced
a specific f1

a and f2
a set for HQM-HMM interactions (Table 1).

This essentially bond-specific approach could be generalized
to other QM-MM atom type pairs, although, in doing so,
one introduces more parameters and may reduce the general-
ity of the approach. The modification to the core-core
expression we have proposed here in eq 2 is readily applicable
to existing semiempirical QM/MM codes. While we have
explored here improved handling of hydrogen bonding
through this QM/MM core-core expression, we note that
an interesting alternative approach could be to recapture the
original intent of the core-core expression as used in purely
QM approaches, to model only short-range repulsion between
atoms (dealt with in current QM/MM formulations principally
via the r-12 component of the QM/MM Lennard-Jones

Figure 5. Electrostatic interaction energy contribution (kcal/mol) of selected residues to binding of mozenavir in its native pose,
using PM3/MM (white), PM3/MM* (dark gray), and HF/6-31G*:MM (light gray).
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potential). Combined with other developments, such as
improved QM-QM dispersion (PM3-D, OMx),5,6 the capabil-
ity to model metals (e.g. PM622), and focused parametriza-
tions (e.g. PM3CARB-1 for modeling carbohydrates23),
semiempirical QM/MM methods remain a powerful cost-
effective approach to solving a range of important biochemi-
cal and biophysical problems.
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Abstract: We present an accurate adaptive multiscale molecular dynamics method that will
enable the detailed study of large molecular systems that mimic experiment. The method treats
the reactive regions at the quantum mechanical level and the inactive environment regions at
lower levels of accuracy, while at the same time molecules are allowed to flow across the border
between active and environment regions. Among many other things, this scheme affords accurate
investigation of chemical reactions in solution. A scheme like this ideally fulfills the key criteria
applicable to all molecular dynamics simulations: energy conservation and computational
efficiency. Approaches that fulfill both criteria can, however, result in complicated potential energy
surfaces, creating rapid energy changes when the border between regions is crossed. With the
difference-based adaptive solvation potential, a simple approach is introduced that meets the
above requirements and reduces fast fluctuations in the potential to a minimum. In cases where
none of the current adaptive QM/MM potentials are able to properly describe the system under
investigation, we use a continuous force scheme instead, which, while no longer energy
conserving, still retains a related conserved quantity along the trajectory. We show that this
scheme does not introduce a significant temperature drift on time scales feasible for QM/MM
simulations.

I. Introduction

Computational studies play an integral role in many fields
of chemistry today. Theoretical investigations are no longer
restricted to small organic molecules in the gas phase, but
large and complex systems, like solutions, proteins, or solids,
are modeled. These complex systems require methods that
thoroughly sample configuration space, such as molecular
dynamics (MD).1 For the study of chemical reactions
occurring within such large systems, it is advisible to treat
changes in the electronic structure explicitly using quantum
mechanical models (QM). In this manner the bond breaking
and forming processes at the reactive sites can be correctly
represented. Since the changes in the electronic structure of

a system are usually local, one can describe regions that lie
far away from the active site in a simplified manner. A
popular approximation is the treatment of those regions in a
classical manner using empirical force fields (QM/MM).2

Treating two regions with different levels of quantum
chemical methods (QM/QM), like mixed basis set methods3

or frozen density embedding (FDE),4,5 is an alternative
option.

A broad range of multiscale methods have been developed,
and they have been widely applied to systems with localized
active sites. However, problems may occur when one applies
these general methods to simulate the time evolution of a
multiscale solute-solvent system at the longer time scales
that have become accessible in recent years. For example,
in a QM/MM simulation of a solution containing both QM
and MM solvent molecules, the diffusive nature of the
solvent causes QM molecules to move out of the active
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region and MM molecules to move in. This results in a
system that treats solvent molecules far away from the active
site at a high level of theory, whereas in the sensitive region
near the active site, solvent molecules are treated at an
inadequate level of theory. To overcome the drawbacks of a
rigid partitioning of the system, new methods should be
developed that allow the description of diffusive molecules
to change ‘on the fly’ when they cross the border between
an active (A) and an environment (E) region.

The simplest version of such a scheme simply chooses an
A- and E-region based on a radius around a central active
subsystem (Figure 1a). When a solvent molecule crosses this
border, its description changes from QM to MM or vice
versa. Problematic with this simple scheme is the strong
dependence of the absolute potential on the number of atoms
that are treated quantum mechanically. Altering the number
of QM treated solvent molecules will result in a large and
abrupt change in the total energy of the system. Furthermore,
because the location of the minima on the QM and MM
potential energy surfaces may differ significantly, the system
may find itself in a high-energy region after the repartitioning.
This effect can lead to sudden large jumps in the forces
experienced by the atoms. Indeed, it has been shown that
such simulations, even in the NVT ensemble, exhibit extreme
accelerations of the atoms.6 The underlying problem of the
simple repartitioning method is the lack of a continuous and
smooth potential that defines the forces on the atoms at each
time step. Writing the forces as derivatives of such a potential
guarantees that Newton’s laws apply to the simulations,
ensuring reliable statistical data. In practice such simulations
are hard to tune because it is difficult to distinguish errors
in the setup (such as large time steps) from the inherent flaws
of the method.

In order to overcome these problems with the above
repartitioning approach, several multiscale methods have
been developed which all share a common basis. The system
under investigation is no longer sharply divided into an A-
and E-region, but contains a transition region (T-region), with

inner and outer boundaries R1 and R2, (Figure 1b) defined
by the distance from the active center. The molecules
crossing the T-region gradually change character from QM
to MM, allowing the forces to vary in a continuous manner.
Among the adaptive QM/MM methods are the ‘hot spot’
method,7 ONION-XS,6 and learn on the fly.8 These methods
combine forces obtained from two QM/MM partitionings,
one with and one without the T-region treated at the QM
level. They are very efficient, greatly diminish the spurious
jumps in the forces, and have resulted in successful applica-
tions on a variety of systems.9 However, for most applica-
tions, these methods are not able to fully eliminate discon-
tinuities in the forces. In the absence of a thermostat, this
results in strong temperature drifts, and also when a
thermostat is present significant deviations from the desired
equilibrium situation may occur. Schemes that do entirely
eliminate all force discontinuities have been developed for
additive pair potential-based (i.e., non-QM) adaptive mul-
tiscale setups,10 in the field of combined atomistic (MM)/
coarse grained (CG) simulations.11

The problems with the QM/MM methods are rooted in
the fact that the molecules in the T-region all acquire a
fractional degree of ‘QM character’ because, unlike com-
bined pair potentials, a QM/MM energy combination can
only be defined with integer numbers of molecules in the
quantum chemical and classical parts of the system. One
effective solution to this problem is to determine at each
time step the QM/MM potential energies for all possible
partitionings with a different subset of T-region molecules
included in the QM calculation. The total potential is then
defined as a weighted average of these individual potentials.
Recently Heyden et al. introduced such a QM/MM approach,
which produced completely continuous forces and was able
to conserve the total energy of the system.12 This approach,
however, still has some drawbacks when applied to situations
where the QM and the MM energy surfaces exhibit large
differences, as will be demonstrated later in this paper.

Figure 1. Partitioning of a water box into (a) an A-region (thick water molecules) and E-region (thin lines representing the H2O)
and (b) an A-region, T-region (yellow water molecules) and E-region centered around one water molecule (QM-center: mQM). At
the bottom, a schematic 1-dimensional representation of the same partitionings is depicted.
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In this work we present two new developments toward
accurate and efficient adaptive QM/MM simulations. In Section
II, a new adaptive potential, the difference-based adaptive
solvation potential is introduced, which enables energy conserv-
ing simulations. Section III compares this potential to the sorted
adaptive partitioning potential by Heyden et al. and addresses
the advantages of the current approach upon application to
chemistry in solution. In Section IV, the common drawback of
these two energy conserving methods, the introduction of
spurious forces in the T-region, is discussed. A force-based
method is introduced as an alternative which, in combination
with a bookkeeping algorithm,10 still retains many of the
advantages of a fully Hamiltonian approach. Section V, the
Results Section, presents a set of ‘proof of principle’ simulations
and compares results obtained with the two methods discussed
in this paper. Finally, Section VI contains our conclusions.

II. Difference-Based Adaptive Solvation

In our adaptive solvation scheme, the targeted fractional ‘MM
character’ of each adaptive molecule (mi) is captured by a
function λ

i
that measures the progress of the molecule in

the T-region. This function gradually increases from 0 to 1
as a molecule crosses the T-region from the inner border R1

to the outer border R2. The progress function applied in this
paper, based on the distance r

i
of the center of the molecule

to the center of the A-region, is presented in eq 1:

The total adaptive potential Vad is defined as a weighted
average of QM/MM partitioning energies Va:

in which both the weight σa and the potential energy are a
function of the coordinates (r) of the N adaptive molecules
in the system. The dependence of σa on the coordinates will
be expressed in terms of the λi functions defined above for
each of the adaptive molecules. In order to give a detailed
description of the method, a few additional definitions are
needed. Each QM/MM energy term Va corresponds to a
partitioning of the system into a group of QM molecules
(Ga

QM) and a group of MM molecules (Ga
MM). The sets of λ

values for each group will be referred to as {λ}a
QM and

{λ}a
MM.

We can now consider the exact dependence of σa on the
coordinates. If a total of M molecules is present in the
T-region at a given time, then 2M terms correspond to
partitionings that have their QM/MM division line completely
inside the T-region. It is those terms that should contribute
a non-zero value to the total energy expression of eq 2 (see
also Scheme 1). Such a number of energy terms is, however,
too large even for the study of small solute molecules. Take
for example, the simple test system of one QM water
molecule in an MM water liquid. A reasonable approximation
would be to define a shell of 4 Å radius as the A-region and
surround this by a T-region with a width of 1 Å (Figure 1).
At room temperature and pressure, one would then readily
find 10 or more water molecules in the T-region, requiring
an evaluation of 210 (1 024) relevant QM/MM energy
expressions at each time step. At M ) 15, the number of
distinct energy evaluations needed increases to 32 768.
Considering that standard MD simulations require several
hundred thousand time steps, it is clear that computations
such as these will not be feasible.

The cause of the unworkable exponential scaling of the
intuitive concept described above lies in the inclusion of

Scheme 1. Schematic Representation of the 2N ) 8 Energy Terms Va (eq 2) for a System with N ) 3 Adaptive Moleculesa

a The QM parts of a computation are depicted as blue ellipses, and the MM parts are depicted as white squares. The molecule mQM represents
the QM-center and is always computed with a QM method. The terms on the right (red) should have a weight of 0 and will not play a role in the
description of the system. Since there are M ) 2 subsystems in the T-region, 2M ) 4 terms remain.

λi(ri) )

{0 if r1 < R

(ri - R1)
2(3R2 - R1 - 2ri)

(R2 - R1)
3

if R1 e r1 e R2

1 if r1 > R2

(1)

Vad(r) ) ∑
a

2N

σa(r)Va(r) (2)
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undesirable partitionings that include “almost MM” mol-
ecules in the QM description, while “almost QM” molecules
are described MM. Ideal σa functions should give such
energy terms a weight of 0 and focus on the contributions
of more “reasonable” partitionings.

In this paper we present a novel potential, which orders
the energy terms similarly to the potential by Heyden et al.12

(Section III) but assigns their weights in a different manner.
Both approaches drastically reduce the number of non-zero
terms in eq 2 while adhering to a normalization of the weight
functions σa(r). We achieve these goals by first imposing
the constraint that energy terms Va obtain a weight σa(r) of
0 if there exists a λ in the set {λ}a

QM that is larger than the
smallest λ in the set {λ}a

MM. This amounts to an ordering of
the subsystems in the T-region, such that the only contribut-
ing partitionings are the following: the term with only the
A-region molecules in GQM (V1 in Scheme 1), the A-region
molecules plus the closest T-region molecule in GQM (V2 in
Scheme 1), the A-region molecules plus the two closest
T-region molecules in GQM (V3 in Scheme 1), etc., up to the
term in which the entire A- and T-regions are included in
GQM (Scheme 2). The exponential scaling of the number of
non-zero energy terms is thereby reduced to a linear scaling
that is feasible even for systems with large solute molecules.
The sorting of energy terms implies that special care needs
to be taken in the construction of the weight functions to
guarantee the continuity of the potential at instances when
two molecules are at comparable distances from the QM
center. Suppose we have molecules mi and mj with λi slightly
smaller than λj changing their position relative to the QM-
center such that λi becomes larger than λj. At the crossing
point of the two λ values, all energy terms that contain mi in
GQM and mj in GMM cease to contribute, while all previously
neglected terms that include mj in GQM and mi in GMM

become relevant. This could introduce a sudden change that
reinvokes the problems encountered in simulations performed
without a transition region. We, therefore, need an additional
condition: close to degeneracy of the λ values of two
molecules, the weights (and the first derivative of the weight

with respect to the molecular coordinates) of the energy terms
that assign these molecules to different groups should be zero.

These considerations have led us to define the weight
functions σa in eq 2 in terms of differences between two
individual λ values. These two λ values are the minimum
and maximum value for Ga

MM and Ga
QM, respectively:

Or, completely equivalently, as

For a system with three adaptive molecules, the non-zero σ
values take the simple form that is depicted in Scheme 2.

With this simple definition, the weight functions σa obey
nearly all of the requirements for a smooth and normalized
potential.

1) When mi leaves the T-region at R1 (λif 0), the sum of
weights for the energy terms that include that molecule in
GQM equals 1. All weights for the energy terms that contain
mi in GMM become 0. Furthermore, all first derivatives of
these weight functions vanish: ∂σ(r)/∂ri ) 0.

2) When mi leaves the T-region at R2 (λif 1), the sum of
weights for the QM/MM terms that contain that molecule
in GMM equals 1. All the terms that include the molecule in
GQM equal 0. Again, the first derivatives vanish.

3) If mi exchanges its relative position to the center with
mj, then the energy term Va with weight σa ) λj - λi become

Scheme 2. Schematic Representation of the Contributing
Energy Terms Va for the Difference-Based Adaptive
Solvation Method in a System with N ) 3 Adaptive
Molecules

Scheme 3. Schematic Representation of the Contributing
Energy Terms Va for the Difference-Based Adaptive
Solvation Method in a System with N ) 3 Adaptive
Moleculesa

a The term V4 (green) only has a non-zero weight because in the
depicted snapshot m1 and m2 are at similar distances from the
QM-center.

σa )

{0 if max({λ}a
QM) > min({λ}a

MM)

min({λ}a
MM) - max({λ}a

QM) if max({λ}a
QM) e min({λ}a

MM)

(3)

σa ) max(min({λ}a
MM) - max({λ}a

QM), 0) (4)
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0, and a new energy term Vb with weight σb ) λi - λj starts
to contribute. Both of these terms equal 0 when λi ) λj, so
that the reordering does not cause a discontinuity in the
potential. A discontinuity does show up in the derivative of
the potential (Figure 2) as a result of the discrete nature of
the min()/max() operation.

Because the remaining small discontinuity could affect the
dynamics, we investigated a substitution of the discrete min()/
max() functions of eq 4 by smooth approximate min()/max()
functions. A possible choice for the max() function is the
logarithm of a sum of large exponential functions:13

which can be combined with a similar choice for the min()
function (utilizing the fact that {λ}j contains only values
between 0 and 1):

The free parameter κ is to be chosen large enough to make
small terms in the sum of exponents negligible. These
approximate functions smoothen the discontinuity visible in
Figure 1 and only give a significant deviation from the true
minimum or maximum when two values in the set are
similar.

A consequence of the introduction of the smooth minimum
and maximum functions is a slight increase of the number
of partitionings with non-zero weights at instances when two
adaptive molecules are at the same distance from the QM
center. In this work, we compute energies Va for which the
weight σa(r) (or its derivatives) exceeds a certain threshold.
At most time steps this results in the computation of the
minimum of M + 1 QM/MM energies (M molecules in the
T-region).

While there are to our knowledge currently no faster
methods available for doing adaptive QM/MM with fully
continuous energies and forces, simulations are still ap-
proximately M times slower than a fixed partioning QM/
MM simulation. In the target QM/MM simulations, the value
M should, thus, be kept small. This is possible because most
of the systems of practical interest involve a large active
(QM) molecule that contains only a relatively small region
where interaction with the surrounding solvent needs to be
treated quantum mechanically. Examples are the free coor-
dination space around a transition metal contained in a larger
scaffold or the small hydrophilic region in a large hydro-
phobic (bio)molecule. In these cases, the A-regions may be
defined as consisting of one or two atoms on the edge of the
active molecule, so that the surrounding T-region will be
small enough to keep M manageable. In such cases, the active
molecule will have close contacts with MM molecules in
the E-region, but this does not affect the scaling. Other ways
to keep the costs down will be the development of intelligent
restart schemes in which the QM parts of different QM/MM
partionings will share their electronic structure information.

III. Sorted Adaptive Partitioning

The difference-based adaptive solvation (DAS) potential is
related to the sorted adaptive partitioning potential of Heyden
and co-workers.12 In this sorting approach the same three
requirements, as introduced in the previous section, are
considered, and for M molecules in the T-region, the total
energy is analogously defined as a weighted sum over M +
1 terms. The method differs from our setup primarily in the
definition of the weights σa. Heyden et al. introduce a
recursion relation that defines the adaptive potential as a
normalized sum of the highest level QM/MM term (Va, all
molecules QM) and another adaptive potential, which
excludes the molecule with the least QM character (mi) from
QM description (eq 7). The latter adaptive potential obviously
contains terms for all the partitionings of the remaining pool
of T-region molecules but can also be written recursively as
a weighted average of only two terms, and so on. In contrast
to the DAS setup, the expression in eq 7 leads to the
definition of the σ from eq 2 as a product of the recursive
weights Φa:

Scheme 4. Schematic Representation of the M + 1
Energy Terms Va with Non-Zero Weights Present in the
Total Expression for the Sorted Adaptive Partitioning
Potential for a System with M Molecules in the T-Region
(1 - Φ3) ) 1

Figure 2. Behavior of the σ functions for a system with only
two adaptive subsystems, when mi moves through a T-region
with molecule mj fixed half-way in the T-region: Rj(rj) ) 0.5
with Rj(rj) ) (rj - R1) / (R2 - R1). σa, σb, and σc correspond to
σ2, σ4, and σ1, respectively, in Scheme 3.

max(x1, ..., xN) ) 1
κ

ln( ∑
i)1

N

eκxi) (5)

min(x1, ..., xN) ) 1 - 1
κ

ln( ∑
i)1

N

eκ(1-xi)) (6)

Vad(r) ) Vad(M)(r) ) Φa(r)Va(r) + (1 - Φa(r))Vad(M-1)(r)
(7)
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The auxiliary functions Φa can be viewed as progress
functions of mi if this is the solvent molecule in Ga

QM with
the largest λ value. With λi ) max ({λ}a

QM
):

We note that the smoothing function λ is chosen as a fifth-
order spline in the work by Heyden.

Like in DAS, described above, the sorted adaptive
partitioning (SAP) potential employs constraints to ensure
that “QM character” vanishes if a molecule mj enters the
E-region (eq 9, first line) and the “MM character” vanishes
if the molecule enters the A-region. The definition of the
functions �j (eq 10) ensures the correct behavior at R1 and
R2. It also ensures vanishing of the contribution of parti-
tionings, assigning molecules at similar distances from the
QM-center to different groups.

With this choice of weights, like for the DAS potential,
the potential energy Vad is a continuous function of all
coordinates. The forces on all atoms are the derivative of
this one potential, and the total energy is conserved. As
before, the consequence of a solvent molecule mi passing
mj, while crossing the T-region toward the E-region, is
that the weight σa of the energy term Va that treats mi

QM and mj MM vanishes. Unlike with the DAS potential,
it is possible for these weights to have large values just
before this situation occurs, leading to a strong variation
of the weights in a relatively small region of coordinate
space. The effect is especially pronounced in σb for the
partitioning that treats both molecules MM (Figure 3). The
resulting large derivative of the weight functions leads to
strong forces on the atoms in the crossing region. A
consequence is that commonly chosen time step values
in molecular dynamics simulations may no longer be
sufficient to conserve the total energy. In fact, as Heyden
et al. have shown in an example simulation, the total
energy may indeed not be conserved in practice.

IV. Forces in the T-region

In the above, we already mentioned the possibilities for
undesirable influences of the chosen weight factors on the
computed forces. We did not yet address any problems that
can occur when the energy surfaces of the different parti-
tionings differ largely. In order to do so we first consider in
more detail the calculation of the forces in simulations with
an adaptive potential:

The first term in the force of eq 11 contains simply the
weighted force from each contributing partitioning. The
second term depends on the derivative of the weight function
σa(r) multiplied by the value of the partitioning energy. This
introduces a dependence on the relative energies of the
different partitionings that is particular to adaptive methods
(in simulations with one fixed partitioning force depends only
on the slope of the one energy surface). As a consequence,
the system may minimize its energy by evolving toward a
geometry that maximizes the weight of the partitioning with
the lowest absolute energy. This undesirable side effect of
adaptive partitioning may be prevented to some extent by
aligning the contributing potential energy surfaces as closely
as possible. Such a procedure is, however, far from automatic
and likely to depend on the particular geometry chosen to
define the shifts.

To avoid such errors, it is of interest to consider a deviation
from the Hamiltonian approach, in a scheme that interpolates
the forces instead of the potential, by using only the first
term in eq 11. In contrast to earlier force based methods,8,9

the weighting functions from the DAS potential guarantee
fully continuous forces. This means that many advantages
of Hamiltonian approaches can be retained. Integration of
the forces over the simulation trajectory should yield a
quantity that is conserved throughout the simulation. A so-
called bookkeeping term, as used in multiscale atomistic/
coarse grain simulations,10 keeps track of the gain or loss of
potential energy throughout the simulation. The conserved
quantity is the total energy (using Vad from eq. 2) corrected
by this bookkeeping term, and it can be used as a tool to
tune other simulation parameters, such as time step and cutoff
values.

In the following, we will derive the form of the book-
keeping term mentioned above. In other words, we need to
define the corrected potential energy along the path that is
associated with the interpolated forces in the first term of eq
11. We can formally add a correction term Wbk to eq 2 (eq

σa(r) ) { 0 if max({λ}a
QM) > min({λ}a

MM)

Φa(r) ∏ (1 - Φb(r))

b(max({λb
QM}) > max({λa

QM})) if max({λ}a
QM) e min({λ}a

MM)

(8)

Φa ) {0 if λi ) 1
1 if λi ) 0

(1 + �i)
-3 if 0 < λi < 1

(9)

�i ) ∑
j)1

i-1 λj

λi - λj
+

λi

1 - λi
+ ∑

j)i+1

N 1 - λj

λj - λi
λi (10)

Figure 3. Behavior of a steep σ function for a system with
only two adaptive molecules when mi moves through a
T-region with only mj in it located at Rj(rj) ) 0.1 with Rj(rj) ) (rj

- R1) / (R2 - R1). The corresponding partitioning treats both
mi and mj classically.

Vad(r) ) ∑
a

2N

σa(r)Va(r) (2)

Fi ) -∂Vad

∂ri
) -∑

a

2N

σa(r)
∂Va(r)

∂ri
+

∂σa(r)

∂ri
Va(r)

(11)
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12) with a partial derivative that exactly cancels the second
term in the forces in eq 11.

As an example, we will consider the averaging over two
potential energies Va and Vb, as depicted in Figure 4 as a
function of a trajectory with geometry r(t). We constructed
this trajectory such that it forms a loop bringing the system
back to its starting coordinates at t ) 10: (r(10) ) r(0)).
The two energy curves have been aligned at an arbitrary point
(t ) 15). The thin dashed line in the figure represents the
potential energy Vad as defined in eq 2. Initially the system
is in a configuration such that most of the weight is given to
Va, but after a while Vb starts to dominate before the system
returns to its initial configuration with Va again dominant. It
is clear from the figure that the shape of the weighted energy
curve Vad is mainly determined by the difference in energies
of the individual potential energy curves, bearing little
resemblance to the shapes of the curves that we aim to
average over. With the force-based approach, one utilizes
the information gathered during the simulation to define a

good approximation for the Wbk function introduced above.
The corrected potential energy curve is depicted in Figure 4
as the black line, and it clearly reflects the shape of the
constituent potential energy curves Va and Vb.

After n time steps along the trajectory, the bookkeeping
term Wbk can be expressed as the path integral over the force
vector from eq 13, as defined in eq 14.

In its discrete form, the bookkeeping term clearly reflects
the sum of the accumulated changes in energy at each step
along the path. In this manner it corrects for the difference
in energy between Va and Vb, while retaining the different
slopes of each of these curves. The value of the correction
term is only defined along the path taken by the system
during the simulation, and there is no guarantee that the
correction term integrates to zero upon revisiting a previous
geometry. This feature is also illustrated in Figure 4: at t ) 10,
the geometry is the same as in t ) 0, but the corrected potential
Vcorr is not. This is due to the fact that the system returns from
its largest displacement at t ) 6 via a route that differs from
the initial trajectory. If the system had simply traveled backward
via the exact same route, then the corrected energies would have
been identical. This reflects how the corrected potential energy
Vcorr depends on the path that is followed and not only on the
spatial coordinates of the system.14 The absence of a single-
valued continuous potential in N-dimensional space may result
in a small drift of the temperature. However, if this drift is
sufficiently small, the simulations will result in a better
representation of the system than any other adaptive method.

Figure 4. Potential energies along a trajectory. The trajectory
follows a loop, with r(0) ) r(10). Vad is depicted as the thin
dashed line. The thick solid line is the potential corrected with
the bookkeeping energy contribution.

Table 1. Original and Adjusted Atomic Point Charges in
Acetonitrile Force Field

q original q modified

N -0.532 -0.932
C1 0.481 0.881
C2 -0.479 -0.479
(H)3 0.177 0.177

Figure 5. Temperature and total energy during simulation with SAP and DAS potential.

Figure 6. H2O-OH2 radial distribution functions around the
‘QM’-center for the various methods.

Vcorr(t) ) Vad(r) + Wbk(t) (12)

Fi
bk(r(t)) ) -∂Wbk(t)

∂ri(t)
) ∑

a

2N
∂σa(r)

∂ri
Va(r) (13)

-Wbk(τ) ) ∫
t)0

τ

Fbk(t)(dr
dt )dt

) ∫
t)0

τ

∑
a

Va(t)(∇Fσa(t)(dr
dt ))dt

) ∑
i)0

n

∑
a

Va(ti)(σa(ti+1) - σa(ti-1)

2∆t )∆t

) ∑
i)0

n

∑
a

Va(ti)∆σa(ti) (14)
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V. Results

As an illustrative case study we present NVE simulations
for two simple systems, namely water in water and aceto-
nitrile in water. Both systems, containing approximately 3000
water molecules, and around seven water molecules in the
active region, can be viewed as representative for target
adaptive QM/MM simulations. We used two different
classical force fields to represent the two levels of description
to provide a quick model for the target QM/MM setup. This
also provides us with the possibility to assess the quality of
the simulation by comparing the results with the full ‘QM’
alternative, which would be unfeasible if we had chosen a
true QM/MM setup. The NAMD classical molecular dynam-
ics package15 was used for the energy and force evaluation
and the time evolution of the system. For the latter, the
program uses a leapfrog algorithm. The composite energies
and forces, as described in the previous section, were
obtained with a python wrapper script (PyMD) developed
for this purpose.

For the MM/MM study of water in water, we started with
a box, 30 Å in diameter, containing water that was
equilibrated to room temperature and pressure of 400 ps with
a time step of 0.5 fs and a flexible TIP3P(Fs) force field.16

We then evolved the system for 10 ps with a time step of
0.5 fs with both the DAS and SAP potentials in the
microcanonical ensemble (NVE). The water in the environ-
ment region is described with the same flexible TIP3P(Fs)
force field as before, while the water in the active region is

described with the flexible force field SPC(Fw).17 The
A-region is a sphere with a radius of 4 Å around the oxygen
atom of a central water molecule, and the T-region is a shell
of 1 Å around the A-region. The ‘QM’ energy was shifted
by the TIP3P(Fs)-SPC(Fw) energy difference for the gas-
phase TIP3P(Fs)-optimized solvent molecules, augmented
by an additional two-body interaction energy difference,
obtained again with the TIP3P(Fs)-optimized coordinates.
The aim of the study of acetonitrile in water is to combine
an accurate force field in the A-region with a force field in
the E-region that is known to fail at a short distance from
the solute. As the accurate force field, we chose once again
a SPC(Fw) description of water with the AMBER six-center
force field for acetonitrile.18 As the second force field, we
chose the TIP3P(Fs) water, in combination with the same
AMBER force field for acetonitrile, but this time with a
different choice for the atomic charges. We increased the
dipole moment of acetonitrile to make the interaction with
the solvent artificially bad at short distances. The new partial
charges of the acetonitrile atoms are presented in Table 1.
The acetonitrile molecule was placed in a water box with a
diameter of 30 Å and equilibrated to room temperature and
pressure of 400 ps with the flexible TIP3P(Fs) force field.
The system was then evolved for 10 ps with a time step of
0.5 fs, using the DAS interpolated forces, with an A-region
of 4 Å around the nitrogen atom and a T-region of 1 Å wide.

Water in Water. In order to study the effect of the
spurious forces, as discussed in Section IV, we first evolved
the system using the full forces from the potential energy

Figure 7. Uncorrected (Ead) and corrected total energies (Ecorr) obtained with the DAS and SAP interpolated forces and the
bookkeeping correction.

Figure 8. H2O-OH2 radial distribution functions obtained with
the DAS and SAP interpolated forces.

Table 2. Drift in the Corrected Total Energy for DAS and
SAP Force Simulations with Varying Time Steps

Energy drift in kcal/mol ·ps

ts (fs) DAS SAP

0.5 0.017 0.648
0.2 0.003 0.030
0.1 0.022 0.023

Figure 9. Division of the acetonitrile in water system for
adaptive QM/MM.
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Vad. The adaptive MM/MM simulations with the SAP
potential resulted in severe heating of the system in the NVE
ensemble. The temperature changes occurred in separate
events, corresponding to situations where several water
molecules had the same very small λ values. As depicted in
Figure 2, this is exactly when very large spurious forces on
the atoms can be expected. Simulations with the DAS
potential under the exact same circumstances conserved both
the temperature and the total energy throughout the run.
Figure 5 depicts the behavior of the temperature and total
energy throughout the trajectory with both methods.

As expected, the radial distribution functions g(r),
obtained from the simulation with the adaptive methods,
are not the desired mixture of g(r) from the two force
fields used, despite the energy shift that was applied to
obtain a reasonable alignment of the potential energy
surfaces. We extracted the g(r) from the SAP simulation from
the first 1 ps of the simulation where the system still has a
temperature of 300 K. Figure 6 shows us how dramatic the
error that is introduced for the g(r) between the central water
oxygen and all surrounding oxygen atoms. For both methods,
the solvent molecules are pushed toward the A-region to
maximize the contribution of the partition that describes most
molecules with the energetically favorable QM potential. The
effect is slightly more pronounced for the DAS result than
for that of the SAP result.

We, thus, performed additional simulations using the force-
based approach with the weight functions σa from the SAP
and the DAS methods, respectively, and the bookkeeping
correction to the energy, leading to the total energies depicted
in Figure 8. The uncorrected total energy obtained with SAP
forces displays a strong drift. This is due to the fact that the
SAP interpolation is more rapid than that of the DAS
approach. The corrected total energy Ecorr is conserved well
only with the DAS forces. Another way of stating this would
be to say that, with the SAP forces, the time steps taken in
the simulation are too large to give a good approximation
of the integral in eq 14. In addition, the DAS approach fully
conserves the temperature all throughout the simulation
(Figure 7).

Figure 8 shows how the g(r) for both methods are now in
perfect agreement with the expected density distribution of
water from the combined force fields. With M the number
of solvent molecules in the T-region, on average 1.5 times
M + 1 partitions needs to be computed with the DAS
approach, which is an acceptable overhead compared to the
number (M + 1) computed in a SAP simulation.

In order to estimate the time step required for a satisfactory
performance of the SAP force interpolation, additional short
simulations (1 ps) with smaller time steps were performed
(Table 2). In all simulations, the bookkeeping correction was
applied to the depicted energy. When a time step of 0.2 fs is
used, the drift in the bookkeeping quantity with the SAP
forces is similarly small to that obtained with a DAS force
simulation at a much larger time step.

Acetonitrile in Water. We performed a MM/MM simula-
tion of acetonitrile in water with the DAS forces (Figure 9),
applying the bookkeeping correction. Figure 10 depicts the
uncorrected and the corrected total energy during the
simulation. The figure also shows how the g(r) for (correctly
described) acetonitrile in water is reproduced by the adaptive
simulation. As expected, the adjusted force field overesti-
mates the number of N-H hydrogen bonds at short distances.
This deviation is entirely corrected for in the adaptive
formulation.

VI. Conclusions

A new adaptive potential was presented that allows QM/
MM molecular dynamics simulations that change the de-
scription of solvent molecules on the fly. The scheme defines
a potential energy that is smooth enough to allow for a
conventionally large time step during the simulation. An
interpolated force scheme with fully continuous forces is also
introduced, providing correct radial distribution functions and
conserving a total quantity along the trajectory. In particular,
for large systems of practical interest, these schemes now
allow efficient and accurate investigation of processes that
involve the dynamical influence of weakly bound solvent
molecules.
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Abstract: As a first step, a qualitative analysis of the spin-orbit operator was performed to
predict the kind of organic compounds, where it could be expected that the SO/FC (spin-orbit/
Fermi contact) and SO/SD (spin-orbit/spin dipolar) yield unusually small contributions to the
“heavy atom effect” on 13C SCSs (substituent chemical shifts). This analysis led to the conclusion
that compounds presenting strong hyperconjugative interactions involving the σ*C-X orbital
(X ) halogen) are good examples where such effects can be expected to take place. On the
basis of such results, the following set of model compounds was chosen: 2-eq-halocyclohexane
(2-eq), 2-ax-halocyclohexane (2-ax), and 2-ax-halopyran (3), to measure 13C SCSs. Such
experimental values, as well as those of methane and halomethanes taken from the literature,
were compared to calculated values at a nonrelativistic approach using B3LYP, and at a
relativistic approach with BP86 using scalar ZORA, spin-orbit ZORA, scalar PAULI, and
spin-orbit PAULI. Results from relativistic calculations are in agreement with the trends predicted
by the qualitative model discussed in this work.

I. Introduction

The heavy halogen atom effect on carbon chemical shifts
has now been known for about three decades.1-7 In the past
decade, many articles appeared8-20 where calculations of
this effect are reported using different levels of approxima-
tion. The interesting work by Kaupp et al.21 can be
distinguished from the others, because it provides important
insights on how the cross term due to SO and FC interactions
(SO/FC) is transmitted through the molecule. It was con-
cluded that its propagation is closely analogous to the well-
established mechanisms for the transmission of the FC term
in indirect spin-spin coupling constants (SSCCs). Although
the results reported by Kaupp et al.21 substantiate this

interpretation, it is suggested here that when intending to
generalize such results, the role played by the SO operator
in defining the SO/FC interaction is somewhat overlooked.

It is easy to obtain a qualitative pictorial representation
of some factors affecting the contribution of the SO operator
to the heavy atom effect on the 13C substituent chemical shifts
(SCS), for C1 bonded to a halogen atom, σC1-X (X ) Cl, Br, I).
Thus, in the next section, a qualitative description of
interactions affecting the SO part of the SO/FC and SO/SD
terms is given. Such analysis provides an intuitive base to
detect the kind of compounds where the “the heavy atom
effect” on the 13C1 chemical shift could be notably influenced
by intramolecular interactions affecting the SO part of both
contributions.

On the basis of the discussion presented in section II, it
was possible to predict some features, which must be
exhibited by some compounds, to show the effects of the
heavy halogen atom on 13C1 SCSs important enough to be
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amenable to measurement. According to these ideas, the
following compounds were chosen for the experimental
determination of their 13C1 SCSs: eq- and ax-halo-cyclohex-
anes and 2-halo-tetrahydropyran; and the corresponding
experimental 13C1-SCSs values for the halo-methanes were
taken from literature. The experimental results were com-
pared to scalar ZORA, spin-orbit ZORA (SO-ZORA), scalar
PAULI, and spin-orbit PAULI (SO-PAULI)22-24 calcula-
tions to verify if the qualitative trends predicted by the
approach presented in section II were well-found. For
completeness sake, 13C1 SCSs GIAO-DFT calculations
(Gauge-including atomic orbitals25 within the framework of
nonrelativistic density functional theory) were also performed
and compared to those obtained with the ZORA and PAULI
methods, which incorporate the relativistic effects into the
GIAO-DFT calculation of NMR shielding tensors.

II. Qualitative Analysis of Factors Affecting
the SO Part of the SO/FC and SO/SD Terms

Electrons and nuclei are described separately within the
Born-Oppenheimer approximation, and an interesting ex-
ample of its validity is found in NMR spectroscopy. In fact,
NMR spectra are obtained inducing transitions between
nuclear spin states, which can be described by the Hamil-
tonian given in eq 1.

In the first term of this Hamiltonian, the nuclear magnetic
shielding tensor is bilinear both in magnetic moment as in
the spectrometer static magnetic field. Therefore, the study
of nonrelativistic nuclear magnetic shielding tensors from
the electronic molecular part perturbation theory yields

where E(µN,B) is the perturbed molecular energy and
involves the magnetic field dependent momentum: π ) p +
A, where A includes the vector potential of the spectrometer
static magnetic field, as well as the sum of those correspond-
ing to the nuclear magnetic moments; N is the nucleus under
consideration, whose magnetic moment is µN; and B is the
spectrometer static magnetic field. Equation 1 gives the two
different contributions, its diamagnetic and paramagnetic
parts, σR�

N ) σR�
N,p + σR�

N,d.
To take into account the effect of a heavy atom, relativistic

corrections are thought to be obtained from approximate
solutions of the nonrelativistic Schrödinger equation;26 that
is, the Hamiltonian is taken as

where HN-e is the nonrelativistic nucleus-electron attraction;
HKE

NR is the nonrelativistic kinetic energy term; HDarwin-1 is
the one-electron Darwin term; and HSO ) HSO(1) + HSO(2)

corresponds to the one- and two-electron contributions to
the spin-orbit Hamiltonian, respectively. The spin-orbit
contribution to nuclear magnetic shielding tensor arises from
the Hamiltonian operator given in eq 4.

where si is the ith electron spin operator; ZN is the charge of
the Nth nucleus; ge is the electron g-factor; riN is the distance
from the i electron to the N nucleus, ri - RN; liN ) (ri -
RN) × [-i∇i + A0(ri)] is the ith electron angular momentum
taken from nucleus N and lij ) (ri - rj) × [-i∇i + A0(ri)]
is its angular momentum with respect to the jth electron. A0

is the vector potential corresponding to the spectrometer static
magnetic field.

The first term in square brackets in liN ) (ri - RN) ×
[-i∇i + A0(ri)] is magnetic field independent and, within
triple perturbation theory, connects the singlet ground state
with triplet excited states, allowing interactions with both
the Fermi contact, FC, eq 5, and the spin-dipolar, SD, eq 6,
operators:

yielding third-order terms that undergo orbital interactions
with the spectrometer static magnetic field Bo obtaining four
different contributions; see eqs 4-6.

However, keeping in mind that, in this work, only a
qualitative description of the heavy atom effect on 13C
nuclear magnetic shielding is sought, it can be suggested
that only two of those four terms, that is, the one-electron
contributions, are considered more important than the two-
electron contributions. They will be labeled here as SO/FC
and SO/SD contributions to the 13C magnetic shielding
constant. In the studied compounds (see below), it is expected
that the SO/FC term should be more important than the SO/
SD contribution.

Therefore, because this qualitative analysis will be applied
mainly to the leading term, the present study is restricted to
the SO/FC term. It is recalled that the influence of the FC
interaction on the SO/FC term was clearly discussed by
Kaupp et al.,19 and no further comment is worth to be given
here. This by no means suggests that in this work the FC
contribution to the SO/FC term is being undervalued.

The above considerations indicate that the first step must
be a close look at the one-electron part of the HSO Hamil-
tonian of eq 4, as given in eq 7:

It will be assumed that the triple perturbation theory is
applied to both occupied and vacant localized molecular
orbitals, LMOs, which were localized through separate
procedures.

Ĥ ) - 1
2π ∑

N

γNĪN · (1T- σTN) · B̄ +

∑
N*M

ĪN · (JTNM + DTNM) · ĪN (1)

σR�
N )

∂
2E(µN, B)

∂µN,R∂B�
|
µN)0;B)0

(2)

H ) HN-e + HKE
NR + HDarwin-1 + HSO (3)

HSO ) e2p

4me
2

µ0

4π
ge( ∑

N

ZN ∑
i

si · liN

riN
3

- ∑
i*j

(si + 2sj) · lij

rij
3 )

(4)

HFC
N ) 4π

3
ep
me

µ0

4π
ge ∑

i

δ(riN)µN · si (5)

HSD
N ) ep

me

µ0

4π
geµN · ∑

i

3riNriN
T - 1riN

2

riN
5

· si (6)

HSO ) e2p

4me
2

µ0

4π
ge( ∑

N

ZN ∑
i

si · li

riN
3 ) (7)
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It is also important to recall that the main aim of this work
is to verify if hyperconjugative interactions from bonding
or antibonding orbitals involving the carbon atom, whose
substituent chemical shift (SCS) value is being analyzed, can
affect the “heavy atom” effect. Qualitatively, it can be
considered that the valence occupied LMOs behave like the
NBO (natural bond orbitals) bonding and lone-pair orbitals,
while the valence vacant LMOs behave like the NBO
antibonding orbitals, as given by Weinhold et al.’s method.27,28

To allow an easier way for the qualitative analysis of the
SO operator, the gauge origin is taken at the site of the heavy
nucleus, and in this way the li operator is, for the present
purpose, essentially equal to the rotation operator centered
at that nucleus. Therefore, the SO part of the SO/FC cross
term must have a significant value whenever the following
two conditions hold:

(a) The overlap of a 90° rotated occupied LMO, for
example, the lone pairs LP2(X) or LP3(X), and the antibond-
ing orbital corresponding to the σ*C1-X must be significant.
A similar contribution originating in LP1(X), that is, the X
lone-pair deepest in energy, is neglected on account of the
following two reasons. (i) The rotated LP1(X) and the σ*C1-X

antibonding orbital overlap to a much lesser extent than the
ones involving the rotated LP2(X) and LP3(X) LMOs; (ii)
the energy gap between σ*C1-X and LP1(X) is much larger
than the energy gaps between the σ*C1-X antibonding orbital
with either LP2(X) or LP3(X).

(b) The relevant energy gaps between the σ*C1-X anti-
bonding orbital and LP2(X) and LP3(X) occupied LMO
orbitals are not “very large”.

Even though this last assertion cannot be precisely
defined, an intuitive description of factors affecting the
SO part of the SO/FC term can be sought. Point b indicates
that, on the one hand, “heavy atom” effects on 13C chemical
shifts are more important for lone-pair bearing atoms like X
) iodine than, for instance, X ) tetra-coordinated tin atoms
because bonding orbitals are much deeper in energy than
orbitals representing lone pairs. It is important to recall that
in a previous paper,29 it was observed that in 1-I-bicyclo-
[1.1.1]pentane the heavy atom effect on 13C1 was estimated
as ca. 43.4 ppm, while the analogous value for 1-Sn(CH3)3-
bicyclo[1.1.1]pentane was estimated as ca. -10 ppm. It is
important to note that the different sign can be rationalized
as originated in the FC part of the SO/FC term [see ref 21]
because the Sn magnetogyric ratio is negative for the two
most abundant Sn isotopes. On the other hand, any hyper-
conjugative interaction that increases a relevant energy gap
must decrease the corresponding SO part of the SO/FC and
the SO/SD cross terms. The simple perturbed molecular
orbital theory (PMO)30 can be used to determine the type of
hyperconjugative interactions that affect significantly the
relevant energy gaps between the σ*C1-X antibonding orbitals
and the LP2(X) and LP3(X) occupied orbitals. They are as
follows: (i) any hyperconjugative interaction transferring
charge into the σ*C1-X antibonding orbital, and (ii) hyper-
conjugative interactions like LP2(X) f σ*C1-Y and LP3(X)
f σ*C1-Y, where Y stands for any atom bonded to C1 other
than X. Interactions of type I push up the σ*C1-X orbital

energy, while those of type ii push down the LP2(X) and
LP3(X) orbital energies.

Moreover, it is recalled that the FC term of one-bond
SSCCs might be affected by several factors like, for instance,
the inductive effect of Y atoms bonded to C1, the C1

hybridization, hyperconjugative interactions involving either
any bond attached to C1 or the σ*C1-X antibonding orbital,31

etc. This suggests that a competition can take place
between the two opposite factors affecting the SO and
FC parts of the SO/FC term. Apparently, a case in point
is the “heavy atom” effect on C1 SCSs in 1-X-bicyclo-
[1.1.1]pentane (X ) F, Cl, Br, I) previously reported.29,32

Here, in fact, despite the strong hyperconjugative interactions
into the σ*C1-X antibonding orbital, the heavy atom effect
on C1 SCSs is similar to those in halomethanes. It is
experimentally known that 1JC1,F in 1-F-bicyclo[1.1.1]-
pentane is notably larger, in absolute value, than in other
less strained F-alkane derivatives.33

III. Selected Compounds To Verify the
Qualitatively Predicted Trends in Section II

On the basis of the considerations presented in section II,
four representative classes of halo-compounds were chosen
to analyze how the “heavy atom” effect on 13C SCSs is
affected by changes originating in the SO operator [eq 1],
X-methanes (1), eq- and ax-X-cyclohexanes (2-eq and 2-ax),
and 2-halo-tetrahydropyrans (3), for X ) F, Cl, Br, and I
(Figure 1).

It is expected that in 1 very small hyperconjugative
interactions transferring charge into σ*C1-X take place.
However, important interactions of type LP(X) f σ*C-H

must be operating, as commented above, widening the
relevant energy gaps between the energies of the σ*C-X

antibonding and those occupied LP2(X) and LP3(X) lone-
pair orbitals.

Comparing 2-eq and 2-ax conformers, it is expected that
a hyperconjugative interaction involving the σ*C1-X anti-
bonding orbital is weaker in the former than in the latter. In
compound 3, the anomeric effect involving the ring oxygen
atom defines a strong hyperconjugative interaction into the
σ*C1-X antibonding orbital. Besides, the σ*O-C1

and σ*O-C5

antibonding orbitals in 3 are notably better electron acceptors
than σ*C1-C1

and σ*C1-C1
antibonding orbitals, in either 2-eq

or 2-ax. A similar assertion holds for σ*Csp3-H antibonding
orbitals in 1 when comparing their electron acceptor ability
with 3. For this reason, it is expected that interactions LP2(X)
f σ*Csp3-Y and LP3(X) f σ*Csp3-Y are stronger in 3 than
either in 2 or in 1 (Figure 2).

IV. Experimental and Computational Details

Compounds 2 with X ) Cl, Br, and I were commercially
available, while the fluoro-derivative was synthesized ac-

Figure 1. Structures of the studied compounds.
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cording to a literature procedure.34 Compounds 3 with X )
Cl, Br, and I were also synthesized according to literature
procedures,35 and only their axial conformers were experi-
mentally observed. Compound 3 with X ) F was not studied
in this work, because it was not possible to synthesize this
compound.

Nonrelativistic calculations, that is, geometry optimization,
NBO, and NMR shielding, were carried out at B3LYP level,
using cc-pVTZ basis set36,37 for C, H, O, F, Cl, and Br and
Sadlej pVTZ for I.38 Moreover, the 1JCF SSCCs were also
calculated with the B3LYP functional using the EPR-III basis
set for C and F, while for H and O the cc-pVTZ basis set
was applied using the Gaussian 03 program.39

In the relativistic framework, the calculations of ground-
state geometries in the relativistic scalar ZORA approach
were carried out with the BP86 functional using a triple-�
doubly polarized Slater-type basis set (TZ2P) with the
Amsterdam Density Functional (ADF) package.40 The cor-
responding NMR shielding constants were calculated using
four different levels of theory: scalar ZORA, SO-ZORA,
scalar PAULI, and SO-PAULI.

The 13C substituent chemical shifts (SCS) were obtained
as the difference between nuclear shielding constants cal-
culated for each halo-derivative and for the corresponding
parent compound and were reported in three different
approaches: nonrelativistic at B3LYP level, and the relativ-
istic levels at BP86/TZ2P, which was previously mentioned.

V. Results and Discussion

Experimental and calculated 13C1 SCSs for compounds 1,
2-eq, 2-ax, and 3 are collected in Table 1, where experimental

values for series 1 were taken from the literature,41 while
those for the remaining compounds were measured as part
of this work. In Table 1 are also shown the SCS calculated
using the following approaches: nonrelativistic B3LYP,
scalar ZORA, scalar PAULI, SO-ZORA, and SO-PAULI.
For scalar ZORA and scalar PAULI, the NMR shielding was
computed by summing the diamagnetic and paramagnetic
contributions, and for SO-ZORA and SO-PAULI the SO and
FC interaction was taken into account together with dia-
magnetic and paramagnetic contributions to each SCS,
respectively, and it was plotted in Figure 3 for compounds
1, 2-eq, 2-ax, and 3, versus the halogen atom, where it can
be observed that the calculated SO contributions are notably
smaller for compounds 2-eq, 2-ax, and 3 than in 1.

Relevant NBO analyses were carried out for 1, 2-eq, 2-ax,
and 3 compounds. For the qualitative analysis described in
section II, it is important to evaluate hyperconjugative
interactions (a) involving the σ*C1-X antibonding orbital, and
(b) involving the LP2(X) and LP3(X) lone pair orbitals. In
this qualitative study, the former interactions (a) are taken
into account globally considering the occupancy of the
σ*C1-X antibonding orbital, while for the latter (b), by
considering the sum of the occupancies of both lone-pairs.

Figure 2. Relevant NBO interactions for methane, cyclohex-
ane, and pyran derivatives, where X ) F, Cl, Br, and I, and Y
) CH2 and O.

Table 1. Experimental and Theoreticala 13C SCS for 1, 2,
and 3 Halocompounds

H F Cl Br I

1a SCSexp 0.0 77.7 27.4 12.3 -18.4
SCSB3LYP 0.0 81.4 43.5 34.3 18.3
SCSZORA

b 0.0 84.0 40.3 33.2 13.8
SCSSO-ZORA

c 0.0 83.4 38.1 20.7 -16.1
σSO 0.5 2.2 10.1 29.9
SCSPAULI

b 0.0 84.07 40.32 34.18 66.03
SCSSO-PAULI

d 0.0 83.56 38.18 22.20 45.33
σFC 0.5 2.1 11.9 20.1
De 57 54 41 34

2-eq SCSexp 0.0 66.7 32.8 25.1 6.1
SCSB3LYP 0.0 67.5 45.6 43.5 37.6
SCSZORA

b 0.0 69.7 41.8 43.7 35.1
SCSSO-ZORA

c 0.0 69.1 39.9 33.7 12.1
σSO 0.6 1.9 10.0 22.8
SCSPAULI

b 0.0 69.71 41.80 44.40 98.12
SCSSO-PAULI

d 0.0 69.14 39.74 33.76 75.75
σFC 0.6 2.1 10.6 21.8
De 95 103 100 91

2-ax SCSexp 0.0 63.5 33.1 28.4 13.8
SCSB3LYP 0.0 64.7 45.4 44.6 39.8
SCSZORA

b 0.0 66.3 41.5 44.8 37.9
SCSSO-ZORA

c 0.0 65.9 40.1 37.6 21.9
σSO 0.5 1.5 7.2 15.8
SCSPAULI

b 0.0 66.31 41.48 45.34 94.28
SCSSO-PAULI

d 0.0 65.75 39.63 36.05 74.85
σFC 0.6 1.9 9.2 18.4
De 101 114 109 108

3 SCSexp 0.0 26.0 25.9 16.7
SCSB3LYP 0.0 42.2 24.7 34.1 43.6
SCSZORA

b 0.0 42.7 36.6 42.7 42.2
SCSSO-ZORA

c 0.0 42.2 35.0 35.2 26.9
σSO 0.5 1.6 7.5 15.3
SCSPAULI

b 0.0 42.76 36.61 42.86 81.50
SCSSO-PAULI

d 0.0 42.15 34.63 33.74 64.11
σFC 1.0 2.3 9.4 16.9
De 154 176 190 212

a Experimental values for halomethanes were taken from ref 36.
b σ ) σdia + σpara. c σSO-ZORA ) σdia + σpara + σso. d σSO-PAULI ) σdia +
σpara + σFC. e D: “Descriptor” of hyperconjugative interactions
affecting the SO part of the SO/FC term (see Table 2).
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In Table 2, such occupancies are given in units of 10-3 for
the σ*C1-X antibonding orbital, and for the lone-pair orbitals
they are given as the difference between the sum of the
calculated occupancies of both lone-pairs and 4.000, which
corresponds to the sum of the occupancies of two ideally
occupied NBO orbitals. These differences are negative, and

they are also expressed in units of 10-3. As commented in
section II, both types of interactions tend to decrease the
absolute value of the SO/FC term due to the SO influence.
Therefore, the sum of the absolute values of both types of
occupancies, given in units of 10-3, is taken as a significant,
although qualitative, “descriptor” (D), of the influence of
hyperconjugative interactions on the SO part of the SO/FC
contribution to 13C1 SCSs. For this reason, in Table 2, such
sums of occupancies (D) are also displayed for the four
chosen compounds for X ) F, Cl, Br, I. It is recalled that
for the same halogen atom, the SO contribution decreases
with the increase of the D “descriptor”. In all cases, for the
same halogen atom, D increases monotonously from com-
pounds 1 to 3, and, therefore, the qualitative description
presented above suggests that the SO decreases along the
same series of compounds. In general, this observation is in
line with the results displayed in Figure 3, with the exception
of compounds 3 where the SO-ZORA calculated SO terms
are quite similar to those calculated in 2-ax. This observation
suggests that two opposite effects are taking place in halogen
derivatives of compound 3; that is, while the SO part of the
SO/FC term is notably reduced due to the strong hypercon-
jugative interactions that take place in this compound, the
FC contribution is increased due to the strong inductive effect
produced by the ring oxygen atom placed R to C1. To test if
this suggestion is supported by available data, in Table 3
are displayed calculated 1JCF SSCCs (in Hz) at the B3LYP//

Figure 3. Calculated contribution to 13C SCS for different halo-substituents in methane, 1, cyclohexane-eq, 2-eq,
cyclohexane-ax, 2-ax, and pyran, 3: (a) σSO contribution; (b) σFC contribution; and (c) its difference, σSO - σFC.

Table 2. Relevant NBO Occupancies To Study the
Relative Influence of the SO Part of the SO/FC
Contribution to the 13CR SCSs in 1, 2-eq, 2-ax, and 3-axa

occupancyb F Cl Br I

1 ∑nx -54 -50 -38 -32
σ*CX 3 4 3 2
σ*CX - ∑nx +57 +54 +41 +34

2-eq ∑nx -56 -57 -48 -40
σ*CX 39 46 50 51
σ*CX - ∑nx +95 +103 +100 +91

2-ax ∑nx -56 -55 -45 -39
σ*CX 45 59 64 69
σ*CX - ∑nx +101 +114 +109 +108

3 ∑nx -66 -90 -63 -39
σ*CX 89 86 127 173
σ*CX - ∑nx +154 +176 +190 +212

a Each LP occupancy was obtained by subtracting 2.000 from
the calculated occupancy (in units of 10-3), that is, the occupancy
of an ideally occupied NBO. σ*C-X occupancies are also given in
units of 10-3. b ∑nx stands for the sum of the LP2(X) and LP3(X)
occupancies. σ*CX - ∑nx ) D, which stands for “descriptor of
hyperconjugative interactions affecting the SO part of the SO/FC
term” (see Table 1).
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EPR-III/aug-cc-pVTZ level for the fluorinated compounds
of series 1, 2-eq, 2-ax, and 3. In fact, it is observed that the
absolute value of the FC term of 1JCF SSCC in 3 is notably
larger than for the remaining compounds. It is recalled that
1JCF SSCCs, in general, are not reproduced accurately within
the DFT framework.42 However, because in this work only
a qualitative approach is applied, it is considered that the
trend of the calculated FC contribution to 1JCF SSCCs is
adequate to validate this qualitative analysis on the influence
of the SO contribution to the “heavy atom effect” on 13C
SCSs.

VI. Concluding Remarks

For the results described in this Article, the spin-orbit
operator is analyzed from a qualitative point of view, to
estimate how certain types of hyperconjugative interactions
would affect the performance of the SO operator to define a
notably small “heavy atom effect” on the 13C SCS bonded
to a heavy halogen atom. The SO/FC contribution to 13C
SCS was calculated within the scalar ZORA, SO-ZORA,
scalar PAULI, and SO-PAULI approaches, and the results
are compared in Figure 3. It is observed that the SO and FC
parts of the SO/FC term are sensitive enough to show
observable differences for both equatorial and axial cyclo-
hexane conformers. It is also important to highlight those
strong hyperconjugative effects, which yield an important
decrease on the SO part of the SO/FC term, and sometimes
can be masked by strong inductive effects increasing the
corresponding FC term of spin-spin coupling constants, as
in compound 3.
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Abstract: Segmented all-electron relativistically contracted (SARC) basis sets are constructed
for the elements 57La-71Lu and optimized for density functional theory (DFT) applications. The
basis sets are intended for use in combination with the DKH2 or ZORA scalar relativistic
Hamiltonians for which individually optimized contractions are provided. Significant computational
advantages can be realized owing to the loose contraction of the SARC basis sets compared
to generally contracted basis sets, while their compact size allows them to replace effective
core potentials for routine studies of lanthanide complexes. The new basis sets are evaluated
in DFT calculations of the first four ionization energies of the lanthanides. They yield results
that accurately reproduce the experimental trends, confirming a balanced treatment of different
electronic configurations. The performance of the basis sets is further assessed in molecular
systems with a comprehensive study of the lanthanide trihalides. Despite their compact size,
the SARC basis sets demonstrate consistent, efficient, and reliable performance and will be
especially useful in calculations of molecular properties that require explicit treatment of the
core electrons.

Introduction

Despite the traditional “rare earth” misnomer, the elements
La-Lu that comprise the 4f block of the periodic table are
ubiquitous in nature and are more abundant, in fact, than
many transition metals.1 Owing to their special chemical and
physical properties, they are similarly ubiquitous in practical
applications and occupy a central place in modern science
and technology. Lanthanide complexes find extensive
use as catalysts in synthetic chemistry,2,3 but in general their
applications are more often associated with their unique
optical and magnetic properties stemming from the partially
occupied 4f shell.4 Thus, they feature prominently in the area
of molecular magnetism, especially in the rapidly expanding
field of d/f heterometallic chemistry.5-8 They are of funda-
mental importance in the technology of lasers, the fabrication
of special glasses, and the construction of cathode-ray or
plasma displays as well as in the materials for light emitting

diodes and optical fibers.9 In the biomedical field, the
luminescence of lanthanides is exploited for labeling pur-
poses in biological assays10 and nanoparticle bioprobes.11,12

Lanthanide compounds are also actively researched for
therapeutic uses,13 while the most highlighted application
in clinical practice is arguably the dominant use of gado-
linium(III) complexes as contrast agents in magnetic reso-
nance imaging.14-16

From a quantum chemical perspective, the lanthanides
present difficulties in their computational treatment because
of the large number of electrons and the necessity to account
for significant relativistic effects.17 In many practical cases,
such as in density functional theory (DFT)18,19 studies of
structures and relative energies, both of these issues can be
addressed by the use of effective core potentials (ECPs),
which are adjusted to reproduce relativistic reference data
that go beyond most approximate Hamiltonians.20 By
explicitly treating only the valence electrons, ECPs also serve
to decrease the computational requirements while simulta-* Corresponding author. E-mail: neese@thch.uni-bonn.de.
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neously incorporating scalar relativistic effects implicitly
through parametrization. Note, however, that the definition
of “valence electrons” is not obvious for the lanthanides.
There are mainly three types of effective core potentials and
associated valence basis sets available for lanthanides. These
include the averaged relativistic ECPs and the spin-orbit
operators of Ross et al. with a [Xe] core,21 the shape-
consistent quasirelativistic ECPs of Cundari and Stevens with
a [Kr]d10 core,22 and the energy-consistent quasirelativistic
ECPs and basis sets of Dolg,23-29 which come in a “large-
core” (the 4f shell is included in the core) and a “small-
core” variety that treats the four, five, and six shell electrons
explicitly. In contrast to their heavier 5f congeners, the
partially occupied 4f shell of the lanthanides can, for many
purposes, be considered as chemically inert and, thus, can
be subsumed into the ECP. Even though this eliminates most
of the magnetic and electronic subtleties of the lanthanides,
it has proven to give acceptable results in studies that focus
on the structural features or the estimates of relative
energies.30,31 However, this approach requires a separate
potential for each oxidation state or 4f configuration29 and,
in practice, it precludes the modeling of f-centered processes
and the treatment of spin-orbit coupling, while it may also
mask the potential effects of f shell asphericity on structure.32

Thus, the use of large-core ECPs has inherent limitations,
and one is faced with the dilemma that reducing the size of
the core will allow for a more flexible treatment of the
valence region, whereas a larger core allows for a better
modeling of the all-important relativistic effects. Deficiencies
of ECPs have been pointed out in specific situations. A recent
example is the systematic study of the spin-state energies of
iron complexes by Swart and co-workers, who showed that
the use of ECPs results in spin-state splittings that never
converge to the common limit attainable by both Slater- and
Gaussian-type all-electron basis sets, regardless of the
extension of the valence basis.33 In a different field of
application, Frenking and co-workers have noted that total
electron densities derived from ECP calculations are associ-
ated with artifacts in the topological analysis.34 From the
field of molecular magnetism, a recent theoretical study of
the exchange coupling in GdIII/CuII systems by Cirera and
Ruiz addressed the performance of different relativistic
approaches and basis sets, concluding that effective core
potentials lead to qualitatively incorrect results; only the
combination of the all-electron basis sets with a scalar
relativistic Hamiltonian proved capable of producing the
correct behavior.35 All these examples highlight the need
for reliable and efficient all-electron alternatives to ECPs, a
requirement that is also fundamental when properties of the
inner shells are being probed, as in EPR or X-ray absorption
experiments.

Thus, either for validating the use of ECPs or circumvent-
ing some of their limitations, it is necessary to have all-
electron basis sets that allow efficient calculations with the
popular scalar relativistic Hamiltonians, such as the zeroth
order regular approximation36-38 (ZORA), the infinite order
regular approximation39 (IORA), and the Douglas-Kroll-
Hess40-44 (DKH) approach. It should be emphasized that
nonrelativistic basis sets are not flexible enough in the core

region to be used with scalar relativistic Hamiltonians.
Besides, even if used completely uncontracted, standard basis
sets lack the much higher exponents that are typically
required by scalar relativistic Hamiltonians. To the best of
our knowledge, existing Slater-type scalar relativistic all-
electron basis sets for the lanthanides are limited to the
ZORA basis sets available in the Amsterdam density
functional code.45,46 Gaussian-type all-electron relativistic
basis sets for the lanthanides include the atomic natural
orbital (ANO-RCC) basis sets of Roos et al. for use with
the DKH2 Hamiltonian,47 the DKH3 basis sets of Hirao and
co-workers, which are available for both point- and finite-
nucleus approximations,48,49 and the segmented contracted
correlating basis sets of Koga and co-workers.50 These three
families of large and high-quality basis sets are suitable for
use with correlated ab initio methods and, in combination
with such theoretical approaches, are able to deliver highly
accurate results for small systems.47-50 However, their size
and construction is not tailored to the more modest require-
ments of DFT approaches, which show much faster conver-
gence for molecular properties with respect to extension of
the basis set.18 A more serious issue in terms of efficiency
for the Roos and Hirao basis sets is their general contraction,
since for DFT calculations the generation of two-electron
integrals over basis functions dominates the computational
effort.

Hence, we feel that it is important to have small standard
Gaussian basis sets available that are not generally contracted
and are compact enough to be used in day-to-day DFT
calculations with the most popular scalar relativistic Hamil-
tonians. In this paper, we propose such segmented all-electron
relativistically contracted (SARC) basis sets, which are
constructed for DFT treatments of lanthanide systems in
conjunction with the scalar relativistic DKH or ZORA
Hamiltonians. The SARC basis sets are sufficiently small in
terms of the total number of basis functions so as not to
present a grossly inefficient alternative to ECPs for routine
DFT studies of large molecules. Exponents of the Gaussian
primitives are derived from relatively simple empirical rules,
and contraction coefficients are determined separately for
both the ZORA and second-order DKH (DKH2) schemes.
These two scalar relativistic approximations produce quite
distinct shapes for the core orbitals,51 therefore, the contrac-
tions must be adapted to each particular Hamiltonian. The
same strategy has been used successfully in the construction
of SARC basis sets for third-row transition metals51 and has
been extensively evaluated in calibration studies of first-,
second- and third-row transition metal geometries.52 All the
above basis sets are now part of the freely available ORCA
program package.53 The performance of the SARC basis sets
is assessed here for both atomic and molecular properties.

Construction of Basis Sets. Restricted open-shell
Hartree-Fock (ROHF) calculations were first carried out for
each atom in its ground-state configuration in order to obtain
the innermost radial expectation values that are subsequently
employed in the generation of the new primitive Gaussian
functions. These calculations followed Zerner’s spin-aver-
aged (SAHF) formalism,54,55 as implemented in ORCA.53

Within this approach, the ROHF code averages over all of
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the states of a given spin for a given configuration. Although
Huzinaga’s decontracted well-tempered basis sets (WTBS)56,57

were found to be perfectly adequate for this step, in the case
of third-row transition metal atoms,51 exploratory calculations
indicated that a larger basis set would be needed to approach
the basis set limit for the lanthanides. Therefore, in this work
we have chosen the universal Gaussian basis set (UGBS) of
de Castro and Jorge.58,59 We extended the number of
primitive Gaussian functions beyond the range proposed in
the original paper in order to create a common basis set that
covers consistently all elements with Z ) 57-71. This led
to a (34s24p20d14f) basis set which was used in a completely
decontracted form, resulting in 304 functions per atom. We
note that this basis set (referred to simply as UGBS in the
following) yields total atomic energies that deviate less than
1 mEh from the nonrelativistic numerical Hartree-Fock
values of Koga et al.60 and, thus, can serve as a suitable
reference point for benchmarking. All atoms were considered
in their respective ground states; these generally arise from
4fn6s2 configurations with the exception of La, Ce, Gd, and
Lu, which have an electron in the 5d shell. In detail, the
atomic configurations and ground states are: La (5d16s2, 2D),
Ce (4f15d16s2, 1G), Pr (4f36s2, 4I), Nd (4f46s2, 5I), Pm (4f56s2,
6H), Sm (4f66s2, 7F), Eu (4f76s2, 8S), Gd (4f75d16s2, 9D), Tb
(4f96s2, 6H), Dy (4f106s2, 5I), Ho (4f116s2, 4I), Er (4f126s2,
3H), Tm (4f136s2, 2F), Yb (4f146s2, 1S), and Lu (4f145d16s2,
2D). The resulting radial expectation values 〈rl〉 of the 1s,
2p, 3d, and 4f orbitals are listed in Table 1.

Following the same procedure as previously detailed,51

the exponents Rl of the tightest s, p, d, and f functions were
determined from the radial expectation values as Rl ) 2klfl

2/
π〈rl〉2, where fl ) 1, 4/3, 8/5, and 64/35 for l ) s, p, d, and
f. Scaling factors kl of 1 000, 100, 33, and 10 were used for
s, p, d, and f functions, respectively. The exponents of these
tightest basis functions per atom are listed in Table 2. Notice
the regular and smooth variation of the exponents along the
series, which implies that the basis sets could be used reliably
for comparisons between systems containing different lan-
thanide atoms. Sets of primitive Gaussians were then
constructed for each angular momentum as series of the form
Rlx-i (i ) 1, 2, ...), x ) 2.25, 2.50, 2.75, and 3.00 for l ) s,
p, d, and f. Exponent cutoff values were set to 0.02 for s, p,

and d functions and 0.2 for f functions, but more diffuse
functions can be easily generated from the same formula.
We emphasize that the above values for the empirical
extrapolation factors x were found to serve well our primary
goal of a sufficiently small number of functions that still
maintain high performance in terms of atomic and molecular
properties, while also ensuring fast convergence for DFT
calculations. Of course, a choice of larger values for x can
lead to more densely spaced primitives, if this need arises
in special applications.

The resulting uncontracted basis sets have the form
(23s16p12d6f) comprising 173 primitives in total (131 for
La since no f functions are used). In the last step, the
innermost six s, five p, four d, and four f primitives were
contracted to create the final basis sets with a [18s12p9d3f]
pattern and 120 functions. To put this number into perspec-
tive, the uncontracted (26s23p17d13f) ANO-RCC basis sets47

would yield 271 functions, while the (27s23p15d10f) Hirao
basis sets48 correspond to 241 functions. On the other hand,
the valence [10s8p5d4f] basis set of Dolg’s small-core ECP
basis27 already contains 87 contracted basis functions.
Contraction coefficients were obtained by scalar relativistic
calculations of the atomic ground states and are specifically
optimized for each scalar relativistic Hamiltonian (DKH2
or ZORA). These SARC basis sets are of valence triple-�
(TZV) quality, and in molecular calculations employing the
DKH2 or ZORA Hamiltonians, they should normally be
combined with their relativistically contracted counterparts
for the other atoms, either the respective SARC basis sets
for the third-row transition metals or the appropriate rela-
tivistically contracted variants of the Karlsruhe basis sets51

for other elements that are freely available in the ORCA basis
set library. Additional basis functions of higher angular
momentum to be used as polarization or correlation functions
were generated by scaling the most diffuse existing exponents
by 1.25. One additional function has been used for TZVP
and three functions for TZVPP-quality basis sets. Complete
listings of the basis sets in ready-to-use format are provided
in the Supporting Information.

Assessment and Applications. EValuation of Basis Set
Construction. Compared to the large uncontracted UGBS,
two formal approximations enter in the construction of the
new SARC basis sets: the significant reduction in the total

Table 1. Radial Expectation Values of Innermost Orbitals
(in Bohr) Determined from Spin-Averaged ROHF
Calculations

〈rs〉 〈rp〉 〈rd〉 〈rf〉

La 0.026644 0.097171 0.259694
Ce 0.026180 0.095340 0.253476 0.983364
Pr 0.025731 0.093569 0.247552 1.008485
Nd 0.025298 0.091867 0.241922 0.960901
Pm 0.024879 0.090226 0.236554 0.920354
Sm 0.024473 0.088641 0.231428 0.884966
Eu 0.024081 0.087111 0.226529 0.853546
Gd 0.023701 0.085636 0.221853 0.783083
Tb 0.023333 0.084202 0.217344 0.813301
Dy 0.022976 0.082819 0.213034 0.793152
Ho 0.022629 0.081480 0.208898 0.773551
Er 0.022293 0.080184 0.204925 0.754670
Tm 0.021967 0.078927 0.201104 0.736583
Yb 0.021651 0.077709 0.197427 0.719308
Lu 0.021343 0.076531 0.193896 0.674575

Table 2. Maximum Exponents Per Angular Momentum (in
Bohr-2) Used for the Construction of the SARC Basis Sets

Rs Rp Rd Rf

La 896770.416684 11986.275399 797.462366
Ce 928839.847608 12451.087955 837.067226 22.012804
Pr 961538.755282 12926.877106 877.609164 20.929801
Nd 994735.795984 13410.301051 918.931840 23.054021
Pm 1028523.650946 13902.541106 961.110752 25.130098
Sm 1062932.540176 14404.172125 1004.158396 27.180085
Eu 1097819.871374 14914.599562 1048.060643 29.217975
Gd 1133304.941480 15432.804306 1092.706223 34.712700
Tb 1169335.032050 15962.936347 1138.514896 32.181136
Dy 1205955.486947 16500.520028 1185.048662 33.836944
Ho 1243224.036239 17047.298098 1232.439088 35.573458
Er 1280982.187936 17602.816491 1280.690360 37.375741
Tm 1319284.994791 18167.970032 1329.819235 39.233820
Yb 1358076.401925 18741.957799 1379.815234 41.140939
Lu 1397555.920017 19323.367785 1430.527887 46.778199
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number of primitives and the contraction of the innermost
functions in a specific pattern adapted to the scalar relativistic
Hamiltonians. Thus, the magnitude of the errors introduced
by the above approximations, namely the incompleteness and
contraction error, can serve as a preliminary indicator for
the internal consistency and construction quality of the SARC
basis sets.

In order to determine these errors, we performed SAHF
calculations with the DKH2 Hamiltonian for the atomic
ground states. In Table 3 we compare the total electronic
energies obtained with the [18s12p9d3f] SARC basis sets
to those obtained with the (34s24p20d14f) UGBS, the latter
being considered a good approximation to the basis set limit.
The energy difference is a good estimate of the incomplete-
ness error, which rises monotonically from 1.07 Eh for
lanthanum up to 3.98 Eh for lutetium. The effect of
contraction is, of course, folded into the incompleteness error,
as determined above. Therefore, to obtain an estimate of the
contraction error, additional calculations were performed
using the SARC basis sets in fully uncontracted form
(23s16p12d6f). The difference in the total energies obtained
by the contracted and uncontracted SARC versions is found
to increase smoothly from a minimum of 33 mEh for
lanthanum to a maximum of 74 mEh for lutetium, clearly a
minor effect compared to the magnitude of the incomplete-
ness error.

The small values and the limited span of both the
incompleteness and the contraction errors are remarkable.
To appreciate this point we have to refer to the SARC basis
sets for the third-row transition metals,51 which have already
been shown to be of excellent quality in practical applica-
tions.52 In that case, the basis sets displayed incompleteness
errors ranging from a little over 4.22 up to 7.75 Eh, all values
beyond the corresponding error range for the lanthanides.
Furthermore, the maximum contraction error in the present
case is lower than the lowest contraction error obtained for
a third-row transition metal (hafnium, at 79 mEh). Although
incompleteness and contraction errors are not expected to
significantly influence molecular properties other than total
energies, these fundamental metrics already demonstrate the
quality of the proposed basis sets in terms of both size and
contraction pattern.

Nevertheless, it is possible that the existing incompleteness
error might give rise to basis set superposition errors in
molecular calculations if the incompleteness arises from an
insufficient description of the valence orbitals. To clarify this
point, we have performed DKH2 calculations with the PBE0
functional on a series of lanthanide hydrides, fluorides, and
oxides using the two elements at the ends of the series (La
and Lu). The def2-TZVP basis sets were used for H, F, and
O. The bond length and dissociation energy of each species
were corrected for BSSE errors using the counterpoise
correction method of Boys and Bernardi.61 The results (Table
4) indicate that superposition errors are either minimal or
nonexistent, the corrections being at the most 0.1 pm for
the bond lengths and 0.03 eV for the dissociation energies.
Therefore, the valence orbitals that contribute to the bonding
appear to be covered quite well with the SARC basis sets,
and thus, the incompleteness error is not associated with the
valence space. Note that these conclusions may only hold
for DFT, where basis set completeness for the valence space
is relatively easy to achieve. Correlated ab initio methods
typically require larger and more extensively polarized basis
sets than the basis sets proposed here.62

In terms of basis set performance for atomic systems,
another useful descriptor is the energy of the outermost
valence and semicore orbitals (6s, 5d, and 4f) compared to
the essentially converged UGBS results. Using the data
obtained from the SA-ROHF DKH2 calculations described
in the previous section, we observe a very close agreement
between the SARC and the UGBS results. Specifically, the
energies of the 6s orbitals are practically identical, with
maximum deviations of 0.01 eV. For the four elements that
have an occupied 5d orbital in their ground-state configu-
ration (La, Ce, Gd, and Lu), the 5d energies also agree within
0.03 eV. Greater discrepancies are observed for the energies
of the 4f orbitals, which are stabilized with the SARC basis
sets by 0.30 eV on average, but this difference is still too
small to cause any concern about the performance of the
basis sets in routine molecular applications. These observa-
tions are in line with the comments made above regarding
the coverage of the valence space and the minimal BSSE
errors, and they also confirm that the incompleteness errors
reported in Table 3 are not associated with the valence
orbitals.

The origin of the incompleteness errors is discovered upon
moving close to the nucleus, where the difference in size of
the two basis sets leads to more pronounced deviations in

Table 3. Estimated Incompleteness Errors (Eh) from
Comparison of the UGBS and SARC Basis Setsa

UGBS (304 functions) SARC (120 functions) ∆E

La –8486.519526 –8485.444981 1.074545
Ce –8853.276583 –8851.937575 1.339008
Pr –9229.684172 –9228.320549 1.363623
Nd –9615.948651 –9614.439880 1.508771
Pm –10012.152291 –10010.488169 1.664122
Sm –10418.434516 –10416.603845 1.830671
Eu –10834.936141 –10832.926564 2.009578
Gd –11261.687283 –11259.548746 2.138537
Tb –11698.581889 –11696.151822 2.430067
Dy –12146.284756 –12143.621665 2.663092
Ho –12604.772058 –12601.859229 2.912829
Er –13074.195242 –13071.014408 3.180834
Tm –13554.708332 –13551.239799 3.468533
Yb –14046.468030 –14042.690360 3.777670
Lu –14549.587004 –14545.604380 3.982623

a Spin-averaged ROHF calculations with the DKH2 Hamiltonian.

Table 4. Bond Lengths r (pm) and Dissociation Energies
De (eV) of Lanthanide Diatomics Computed with the DKH2
Hamiltonian, without and with BSSE Counterpoise
Corrections (CPC), Compared with Experiment

PBE0/SARC PBE0/SARC+CPC expta

r De r De r De

LaH (1Σ) 202.1 2.57 202.2 2.57 203.2 –
LaF (1Σ) 203.0 6.43 203.0 6.40 202.7 6.23
LaO (2Σ) 184.2 7.82 184.3 7.80 182.6 8.29
LuH (1Σ) 190.3 3.12 190.4 3.12 191.2 3.47
LuF (1Σ) 191.3 7.22 191.4 7.20 191.7 5.93b

LuO (2Σ) 178.1 6.84 178.1 6.81 179.0 7.04

a Refs 63 and 64. b Estimated.

2232 J. Chem. Theory Comput., Vol. 5, No. 9, 2009 Pantazis and Neese



absolute energies, with the most part of the discrepancy
attributed to the chemically unimportant 1s orbital. It is
possible to reduce the discrepancy by using higher s
exponents, but this creates imbalances in other shells and
introduces numerical instabilities that can be typically
avoided with a finite-nucleus model.49 Regardless, this energy
difference is chemically irrelevant. For the DFT applications
the SARC basis sets are aimed at, we cannot think of any
situation where convergence to a “basis set limit” scalar
relativistic energy would be sought. For such purposes, other
methods and basis sets mentioned in the introduction might
present better options. The most relevant criterion here is
the radial expectation value because this better reflects the
scalar relativistic effects that the basis sets aim to capture.
Importantly, for all core and semicore orbitals there is
coincidence in the 〈r〉 values. Table 5 presents detailed orbital
energies and radial expectation values for the “worst-case”
element, lutetium. Based on the properties of atomic orbitals,
we conclude that the SARC basis sets are overall well-
balanced for their size, yielding orbital features that follow
those predicted by the significantly larger UGBS basis set
both close to the core and in the valence space.

Ionization Energies. The first ionization energies (IE1)
of the lanthanides are known with high accuracy (within 0.02
eV), and this makes them ideal for benchmarking the new
basis sets for atomic systems in a more rigorous way. We
evaluate ionization energies using the B3LYP functional as
a representative DFT method, since it is one of the typical
hybrid functionals to be used in the expected application
setting of the SARC basis sets. Across all lanthanides, and
similar to the 5d transition series, the first ionization energy
is associated with the removal of an electron from the doubly
occupied 6s orbital except for lutetium, which loses the single
5d electron to attain a closed-shell configuration. In the case
of cerium, a change of configuration is observed with an
increase of the 5d occupation number. As expected from the
semicore character of the 4f orbitals, their occupation remains
intact. Thus, the specific configurations and corresponding
ground states of the cations are: La+ (5d2, 3F), Ce+ (4f15d2,
4H), Pr+ (4f36s1, 5I), Nd+ (4f46s1, 6I), Pm+ (4f56s1, 7H), Sm+

(4f66s1, 8F), Eu+ (4f76s1, 9S), Gd+ (4f75d16s1, 10D), Tb+

(4f96s1, 7H), Dy+ (4f106s1, 6I), Ho+ (4f116s1, 5I), Er+ (4f126s1,
4H), Tm+ (4f136s1, 3F), Yb+ (4f146s1, 2S), and Lu+ (4f146s2,
1S). Note that the ground state of the Ce atom (4f15d16s2,
1G) is a non-Hund (or “unnatural parity”) singlet state, as
discussed in depth by Morgan and Kutzelnigg,65 and as such,
it is inaccessible within the current DFT framework. Thus,
the triplet state of the neutral Ce atom was used instead for
our B3LYP calculation of ionization energies. As anticipated,
our results confirm that this pragmatic choice is the logical
one for the DFT approach and has no adverse effect on
computed quantities.

Before we assess the SARC basis sets, it is instructive to
see how large is the importance of scalar relativistic effects
for this property using the practically complete UGBS basis
set. According to the B3LYP results presented in Table 6,
nonrelativistic calculations generally underestimate ionization
energies with a root-mean-squared (rms) error of 0.64 eV.
Interestingly, this error is significantly smaller than that
obtained from similar nonrelativistic calculations for the
third-row transition metal atoms (1.39 eV). This rms value,
however, masks the fact that pronounced nonsystematic
failures, such as the qualitatively different ionization process
for Gd (f8d1s1 to f7d2s0 compared with the relativistic f7d1s2

to f7d1s1), lead to a wide error spread of more than 2.4 eV.
Inclusion of scalar relativistic effects with either the DKH2
or the ZORA Hamiltonians produces an evidently more
uniform behavior and reduces the rms error down to only
0.05 eV.

In view of the large difference in size between the UGBS
and the SARC basis sets (304 and 120 basis functions,
respectively), we anticipated that moving to the more
compact SARC basis sets might adversely affect the accuracy
of the calculated values. However, the results summarized
in Table 7 show that the reduction in size, which is
accompanied by significant gains in terms of computational
cost, does not compromise in any way the accuracy of the

Table 5. Orbital Energies (Eh) and Radial Expectation
Values for Lutetium, Obtained from SAHF-DKH2
Calculations with the UGBS and SARC Basis Sets

UGBS SARC

E <r> E <r> ∆E ∆<r>

1s –2334.889 0.019 –2334.342 0.019 0.547 0.000
2s –402.623 0.081 –402.713 0.081 –0.090 0.000
2p –355.307 0.072 –355.434 0.072 –0.128 0.000
3s –93.381 0.212 –93.513 0.212 –0.132 0.000
3p –78.819 0.211 –78.949 0.211 –0.129 0.000
3d –60.730 0.192 –60.854 0.193 –0.124 0.000
4s –19.664 0.479 –19.729 0.479 –0.065 0.000
4p –14.769 0.507 –14.820 0.507 –0.051 0.000
4d –8.151 0.549 –8.186 0.550 –0.035 0.000
5s –2.697 1.194 –2.705 1.192 –0.008 –0.002
5p –1.439 1.408 –1.442 1.406 –0.004 –0.002
4f –0.822 0.701 –0.816 0.705 0.006 0.004
6s –0.222 3.910 –0.222 3.905 0.000 –0.005
5d –0.188 2.739 –0.188 2.742 0.000 0.003

Table 6. First Ionization Energies (eV) Computed with the
B3LYP Functional and the Uncontracted UGBS Basis Set,
with and without Relativistic Corrections, Compared with
Experimental Values

nonrelativistic DKH2 ZORA

expta IE1 ∆E IE1 ∆E IE1 ∆E

La 5.58 4.80 –0.78 5.56 –0.02 5.57 –0.01
Ce 5.54 5.02 –0.52 5.46 –0.08 5.47 –0.07
Pr 5.47 5.16 –0.31 5.39 –0.08 5.40 –0.07
Nd 5.52 5.21 –0.31 5.45 –0.07 5.46 –0.06
Pm 5.58 5.25 –0.33 5.51 –0.07 5.52 –0.06
Sm 5.64 4.34 –1.30 5.57 –0.07 5.57 –0.07
Eu 5.67 5.33 –0.34 5.62 –0.05 5.63 –0.04
Gd 6.15 7.06 0.91 6.07 –0.08 6.08 –0.07
Tb 5.86 5.48 –0.38 5.81 –0.05 5.82 –0.04
Dy 5.94 5.55 –0.39 5.92 –0.02 5.93 –0.01
Ho 6.02 5.61 –0.41 6.01 –0.01 6.02 0.00
Er 6.11 5.68 –0.43 6.11 0.00 6.12 0.01
Tm 6.18 5.74 –0.44 6.19 0.01 6.21 0.03
Yb 6.25 5.80 –0.45 6.28 0.03 6.29 0.04
Lu 5.43 6.56 1.13 5.39 –0.04 5.39 –0.04

MAD 0.56 0.05 0.04
rms 0.64 0.05 0.05

a Reference 66.
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predicted ionization energies. The rms error is even margin-
ally reduced by 0.01 eV, testifying to the well-balanced
construction of the basis sets. It should be pointed out that
the present all-electron B3LYP/SARC results compare very
favorably with previously published high-level calculations
of the first ionization energies of lanthanides. For example,
multireference averaged coupled-pair functional (ACPF)
calculations employing relativistic energy-consistent small-
core pseudopotentials24 with extensive valence basis sets of
up to 114 functions achieved mean absolute deviations
(MAD) in the range of 0.22-0.24 eV,26,27 and more recent
CASPT2 calculations with the ANO-RCC basis sets achieve
an accuracy around 0.1 eV.47

For a more comprehensive evaluation of the SARC basis
sets, we present the second, third, and fourth ionization
energies of the lanthanide atoms in Table 8, computed with
the B3LYP and the DKH2 Hamiltonian. Compared with the

results obtained for IE1, larger deviations are observed as
successive electrons are removed, with a tendency toward
overestimation of ionization energies. Nevertheless, the
computed values are still satisfactory and compare well with
the results of Cao and Dolg,26 exactly matching the ACPF
accuracy for the chemically most relevant third ionization
potential. This is obviously of importance for most practical
molecular applications, since the lanthanides are normally
found in the +3 oxidation state. We emphasize that the
experimental uncertainties associated with the ionization
energies increase rapidly from IE2 to IE4, often exceeding 1
eV for IE4 in the middle of the series. This, combined with
the fact that the present DFT approach might not treat
differential correlation effects on an equal footing, compli-
cates the assessment of individual cases for IE2 to IE4. In
contrast to the actinides, the effects of spin-orbit coupling
in the lanthanides are not usually considered of crucial
importance for the calculation of ionization energies because
they are smaller in magnitude than the differential correlation
effects arising from the different electronic configura-
tions.26,27,47,67 Note, however, that Liu and Dolg have shown
that spin-orbit effects may become as large as 0.5 eV toward
the end of the series when the f occupancy is changed.68

Although inclusion of spin-orbit corrections would be
necessary for high-accuracy work, especially when higher
ionization energies are calculated, for the methods we use
here (B3LYP), it is not expected that inclusion of spin-orbit
corrections would lead to systematic improvement of the
computed values.26,27,47,67

Regardless of the origin of specific deviations in absolute
numerical values, the diagram of cumulative ionization
energies in Figure 1 demonstrates that all experimentally
observed trends across the series are faithfully reproduced
by the calculations. Ionization energies generally increase
from the lighter to the heavier elements, with specific
irregularities related to filled and half-filled f subshell effects.
The most characteristic deviations from the trend are the low
IE3 values for gadolinium and lutetium, which attain f7 and
f14 configurations at the +3 oxidation state, whereas eu-
ropium and ytterbium display high IE3 values owing to the
loss of an electron from the corresponding f7 and f14

configurations of their +2 state. Removal of a fourth electron
is very costly for lanthanum because of its filled p subshell
(xenon configuration) in the +3 oxidation state. On the other
hand, low IE4 values create two deep minima in the
cumulative diagram for cerium (p6 at the +4 state) and
terbium (f7 at the +4 state). This agrees perfectly with
chemical facts since cerium, with an IE4 of approximately
36.8 eV (calculated 37.1 eV), is the only element of the series
that has extensive chemistry at the +4 oxidation state.
Overall, the computed ionization energies closely follow the
experimental patterns and do not reveal any bias for a
particular electronic configuration, thus reinforcing our
confidence in the ability of the SARC basis sets to cover all
chemically relevant oxidation states across the entire 4f
series.

Geometries of Trihalide Complexes. The lanthanide
trihalides (LnX3) form a complete and fairly well character-
ized class of compounds that encompass all elements of the

Table 7. First Ionization Energies (eV) Computed with the
B3LYP Functional and the SARC Basis Sets, Compared
with Experimental Values

DKH2 ZORA

expta IE1 ∆E IE1 ∆E

La 5.58 5.58 0.00 5.59 0.01
Ce 5.54 5.54 0.00 5.54 0.00
Pr 5.47 5.41 –0.06 5.42 –0.05
Nd 5.52 5.47 –0.05 5.47 –0.05
Pm 5.58 5.52 –0.06 5.53 –0.05
Sm 5.64 5.58 –0.06 5.59 –0.05
Eu 5.67 5.63 –0.04 5.64 –0.03
Gd 6.15 6.08 –0.07 6.09 –0.06
Tb 5.86 5.80 –0.06 5.81 –0.05
Dy 5.94 5.93 –0.01 5.94 0.00
Ho 6.02 6.02 0.00 6.03 0.01
Er 6.11 6.13 0.02 6.13 0.02
Tm 6.18 6.20 0.02 6.22 0.04
Yb 6.25 6.29 0.04 6.30 0.05
Lu 5.43 5.39 –0.04 5.39 –0.04
MAD 0.04 0.03
rms 0.04 0.04

a Reference 66.

Table 8. Second, Third, and Fourth Ionization Energies
(eV) Computed with the B3LYP Functional and the SARC
Basis Sets using the DKH2 Hamiltonian, Compared with
Experimental Values

IE2 IE3 IE4

calc expta calc expta calc expta

La 11.23 11.06 19.15 19.17 50.63 49.94
Ce 10.72 10.85 20.45 20.20 37.14 36.76
Pr 10.80 10.55 21.77 21.62 38.94 38.98
Nd 10.97 10.73 22.48 22.08 40.82 40.41
Pm 11.14 10.90 22.91 22.28 41.77 41.15
Sm 11.30 11.07 24.13 23.42 42.42 41.35
Eu 11.45 11.24 25.18 24.92 43.93 42.60
Gd 12.36 12.09 20.45 20.62 44.76 44.05
Tb 11.77 11.52 22.22 21.91 40.95 39.79
Dy 11.86 11.67 23.30 22.80 42.30 41.47
Ho 11.99 11.80 23.49 22.84 43.60 42.60
Er 12.12 11.93 23.48 22.74 43.93 42.65
Tm 12.25 12.05 24.50 23.68 44.04 42.69
Yb 12.38 12.19 25.41 25.03 45.26 43.74
Lu 14.03 13.89 21.27 21.07 45.74 45.19
MAD 0.21 0.41 0.86

a Reference 1.
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4f series;69 this makes them a suitable reference for testing
the performance of the new basis sets with respect to
molecular geometries. Several publications presenting theo-
retical studies of specific members of the family exist, and
we refer the reader to the comprehensive review by Kovács
and Konings for a detailed overview of the relevant litera-
ture.69 However, to the best of our knowledge, the only study
to explicitly address the complete series of lanthanides and
halides is that of Cundari et al.,70 who employed a multi-
configurational (MC) SCF approach with effective core
potentials that leave the 4f electrons of the lanthanides in
the valence space.22 Since MCSCF does not attempt to
account for dynamic correlation, to make a fair comparison
in this paper we will use the same DFT method to compare
values obtained with the ECPs and the SARC all-electron
basis sets using the DKH2 Hamiltonian. For the ECP
calculations, we use the Stuttgart-Bonn small-core (28
electrons in the core) pseudopotentials for the lanthanides24

combined with the high-quality [10s8p5d4f3g] valence basis
sets of Cao and Dolg.27 We employ the hybrid (25% exact
exchange) PBE0 density functional,71 since this emerged as
the top performer for geometries of transition metal com-
plexes in our recent calibration study.52 In the all-electron
calculations, the DKH2 relativistically recontracted TZVP
basis sets were used for the halides.51 No symmetry
restrictions were imposed on optimizations. As reference
values, we use the recommended equilibrium bond distances

proposed by Kovács and Konings in their survey of LnX3

systems.69 These values were obtained by a joint analysis
of trends in available experimental and theoretical data and
are currently regarded as the best available estimates.

All Br, I, and Cl compounds are predicted by our PBE0
optimizations to be essentially planar, in agreement with
available experimental data that support planar or quasiplanar
equilibrium structures for the heavier halides.69 By contrast,
many fluorides converge to pyramidal geometries. Pyrami-
dalization of the trifluoride molecules is a long-standing
controversial issue that presents challenges for both experi-
ment and theory. A critical review of experimental studies
draws attention to the difficulties and ambiguities associated
with the collection and the analysis of data concerning
X-Ln-X angles,69 while the sensitivity of computed param-
eters used methodological choices has not allowed research-
ers to reach definitive answers through quantum chemical
approaches, either. It is accepted that the degree of pyrami-
dalization in the trihalides depends on a subtle balance of
factors that may include the polarizability of the lanthanide,
the electronegativity and size of the halide, and the asphe-
ricity of the 4f electron shell, as suggested by Molnár and
Hargittai.32 In the case of the fluorides, Kovács and Konings
suggest a uniform trend in the F-Ln-F angles with an
increase in the Ln atomic number, based on steric consid-
erations. This is at odds with the present PBE0/SARC-DKH2
results, which display marked discontinuities. LaF3, CeF3,
PrF3, and NdF3 optimize to pyramidal geometries, but PmF3

and SmF3 are planar; deviations from planarity are again
observed for the four subsequent lanthanides (Eu, Gd, Tb,
Dy), whereas all trifluorides beyond dysprosium are planar.
In Table 9, the angles of all trifluorides are given in detail
along with the population analysis for the lanthanide f
orbitals, which show a slightly higher occupancy than that
expected from the formal ionic model.

We do not wish to place excessive confidence to the results
concerning the angles, since this particular parameter is
known to be sensitive to methodological choices. However,
it is impossible to miss the extraordinary agreement with
the predictions of the 4f asphericity model.32 Considering
the shape of the 4f shell, Molnár and Hargittai divided the
Ln3+ cations into two groups: those with a spherically

Figure 1. Cumulative ionization energies (eV) of the lan-
thanide atoms: comparison of experimental (dotted line) and
calculated values (solid line). Calculations were performed
with the SARC basis sets using the B3LYP functional and
the DKH2 Hamiltonian.

Table 9. PBE0/SARC (DKH2) Equilibrium Angles
(degrees) of Lanthanide Trifluorides and f-orbital Mulliken
Population Analysis

FLnF angle f charge f spin

Ce 113 1.4 1.0
Pr 115 2.4 2.0
Nd 118 3.4 3.0
Pm 120 4.3 4.0
Sm 120 5.3 5.0
Eu 114 6.3 6.0
Gd 117 7.2 6.9
Tb 115 8.2 5.9
Dy 117 9.2 4.9
Ho 120 10.2 3.9
Er 120 11.2 3.0
Tm 120 12.2 2.0
Yb 120 13.2 1.0
Lu 120 14.2 0.0
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symmetrical or an axially elongated 4f shell, for which no
distortion of the LnF3 compounds from the planar geometry
is anticipated (La3+, Pm3+, Sm3+, Gd3+, Er3+, Tm3+, Yb3+,
Lu3+), and those with an axially compressed 4f shell, for
which pyramidal LnF3 geometries are expected (Ce3+, Pr3+,
Nd3+, Eu3+, Tb3+, Dy3+, Ho3+). Despite the fact that the
coincidence between these predictions and the present results
is not absolute, we suggest that the level of agreement
provides strong support to the notion that a uniform periodic-
ity in bond angles should not be expected for the trifluorides.

Focusing now on the bond lengths of the trihalides, the
results of our PBE0/SARC-DKH2 optimizations are sum-
marized in Table 10, where they are compared with the
recommended values as well as with PBE0/ECP results. With
both basis sets, a steady contraction of the Ln-X bond length
is predicted with an increasing atomic number in the
lanthanide. Both methods also yield almost identical total
contractions from CeX3 to LuX3, 13-14 pm for the fluorides
and 16-17 pm for the heavier halides. For each member of
the four halide series, the SARC bond length approaches
the Kovács-Konings reference value as closely as the ECP
result, illustrating that the same level of accuracy in structural
parameters can be expected from either approach. Remark-
ably, the maximum deviation in the F, Cl, and Br series never

exceeds 2 pm. In the case of the iodides, an overestimation
of the bond length by approximately 3 pm is evident up to
Eu, but after this point the optimized values practically
coincide with the reference. A point of particular importance
is that the PBE0/SARC mean absolute deviation remains
constant at 2 pm regardless of the nature of the halide. This
encouraging result highlights the fact that the new basis sets
combine well with the relativistically recontracted all-electron
basis sets for main group elements that we presented in our
previous contribution,51 ensuring well-balanced and consis-
tent performance not only across the periods but also down
the groups of the periodic table.

In order to explore the dependence of the bond lengths
on methodological choices, we have repeated the calculations
with the nonhybrid (GGA) version of the functional,
PBE.72-74 On the whole, this approach yields similarly good
results without significant deterioration compared to those
of Table 10 (see Supporting Information), although mean
average deviations rise to 2, 4, 4, and 5 pm for the four halide
species, respectively. However, two discontinuities appear
in the form of pronounced maxima at the europium and
ytterbium compounds of all halides, followed by sharp
contractions for the subsequent elements gadolinium and
lutetium. These abrupt changes can become smaller but in

Table 10. Equilibrium Bond Distances (pm) of Lanthanide Trihalides: PBE0/ECP and PBE0/SARC (DKH2) Results
Compared with the Kovács-Konings Recommended Values

recommended valuesa PBE0/ECP PBE0/SARC

F Cl Br I F Cl Br I F Cl Br I

Ce 207 252 268 286 209 254 270 292 209 255 270 290
Pr 206 251 266 285 206 252 268 289 207 253 268 288
Nd 205 250 265 284 206 250 266 288 207 252 267 287
Pm 204 249 264 283 205 250 265 287 206 251 265 285
Sm 203 248 263 282 204 249 264 287 204 249 264 285
Eu 202 247 262 281 204 248 265 294 203 249 263 288
Gd 201 245 260 280 201 247 263 285 203 247 262 282
Tb 200 244 259 279 200 245 261 283 201 246 260 280
Dy 199 243 258 278 199 244 259 280 200 245 259 279
Ho 198 242 257 277 199 243 258 279 200 243 258 278
Er 197 241 255 276 199 242 257 278 199 242 257 277
Tm 196 240 254 275 198 241 256 277 198 241 256 276
Yb 195 238 253 274 197 240 255 277 197 240 255 276
Lu 194 237 252 273 196 239 253 275 196 239 254 274

a Ref 69; the estimated uncertainty is ( 2 pm.

Table 11. Atomization Energies (eV) of Lanthanide Trihalides: PBE0/SARC (DKH2) Results Compared with Experimental
Values

PBE0/SARC expta ∆E

F Cl Br I F Cl Br I F Cl Br I

Ce 19.8 15.4 13.5 12.5 20.1 15.6 13.6 11.2 –0.3 –0.1 –0.1 1.3
Pr 19.0 14.9 13.0 11.6 19.1 15.2 13.2 10.6 0.0 –0.3 –0.2 1.0
Nd 18.5 14.4 12.5 11.2 19.0 14.5 12.6 9.9 –0.6 –0.1 –0.1 1.3
Pm 17.8 13.7 11.8 10.6
Sm 16.7 12.5 10.6 9.7 17.3 13.2 11.1 9.1 –0.6 –0.7 –0.5 0.6
Eu 15.8 11.8 10.5 8.8 17.2 13.1 10.8 8.5 –1.4 –1.3 –0.3 0.3
Gd 19.2 15.2 13.3 12.0 19.2 15.1 13.1 10.8 0.0 0.1 0.2 1.2
Tb 18.9 14.9 12.6 11.7 19.0 15.1 12.9 10.7 –0.1 –0.2 –0.3 1.0
Dy 17.9 13.9 11.9 10.7 17.3 14.2 11.8 9.7 0.6 –0.3 0.1 1.0
Ho 17.7 13.7 11.8 10.5 17.2 14.3 11.8 9.4 0.5 –0.6 0.0 1.1
Er 17.6 13.6 11.8 10.3 17.2 14.3 12.1 9.9 0.4 –0.7 –0.3 0.4
Tm 16.8 12.8 10.8 9.5 17.0 13.7 11.1 9.0 –0.3 –0.9 –0.3 0.5
Yb 15.8 11.6 9.9 8.6 16.0 12.4 10.1 7.8 –0.2 –0.8 –0.1 0.8
Lu 19.3 15.4 13.4 12.1 18.4 15.2 12.8 10.7 0.9 0.2 0.6 1.4

a Ref 77.
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no case eliminated by extending the halide basis sets, whereas
extending the SARC basis set has minimal effect. Hence,
we are led to attribute the origin of these discrepancies to
the imbalanced treatment of different electronic configura-
tions by the GGA functional and/or its incorrect description
of the covalency of the Ln-X bond.75,76 As shown in Table
10, no such disruptions in the uniform contraction trend
appear with the hybrid version of the functional, and only a
small hump is noticeable for EuI3.

Finally, the atomization energies of all species were
computed at the same level of theory. The values are
compared with experimental atomization energies obtained
from Myers77 in Table 11 and show reasonably good
agreement with experiment. The largest deviations are
observed for the iodides, where atomization energies are
typically overestimated by 1 eV. In contrast, the mean
absolute deviations for the F, Cl, and Br series are 0.4, 0.5,
and 0.2 eV, respectively. In conclusion, it is clear from the
results that a protocol based on the SARC basis sets in
combination with the PBE0 functional performs accurately
and consistently for the prediction of molecular properties
across the lanthanide series.

Summary

Scalar all-electron relativistic (SARC) basis sets have been
constructed for the accurate and the affordable treatment of
lanthanide systems in conjunction with scalar relativistic
Hamiltonians (DKH2 or ZORA). The SARC basis sets are
small and compact, so they present a very efficient alternative
to effective core potentials in routine DFT studies of
chemically relevant systems. Their contraction pattern guar-
antees their computational efficiency compared to generally
contracted relativistic basis sets. Extensive evaluation of the
basis sets for the first four atomic ionization potentials of
the lanthanides demonstrates that they provide a balanced
description of different electronic configurations, not only
reproducing the experimental trends but also achieving
quantitative accuracy in most cases. Thus, they can be used
with confidence for the prediction of energetic properties and
the unbiased description of processes involving changes in
oxidation state and associated changes in 4f and 5d occupa-
tion numbers. Moreover, the excellent results obtained with
the SARC basis sets and the PBE0 density functional in a
detailed study of the lanthanide trihalides confirm that the
applicability of the basis sets can be safely extended to
molecular systems. The new basis sets are particularly well
suited for the calculation of molecular properties that require
or benefit from the explicit treatment of the core electrons.
These include not only the study of electron paramagnetic
resonance, Mössbauer and X-ray absorption spectra, but also
the derivation of electron densities that will be subsequently
subjected to topological analysis and the study of the
magnetic properties in mixed d/f heterometallic complexes
and clusters.
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Abstract: An ab initio study has been carried out to investigate the effect of replacing [HC-CH]n
linkages in benzene by the isoelectronic [HN-BH]n linkages for n ) 1, 2, and 3. Such
replacements give rise to azaborine, a set of diazaborines, borazine, and pseudoborazine. These
replacements lead to significant rearrangements of electron densities in these molecules due
primarily to the introduction of the polar B-N bond. As a result, azaborine and diazaborines
exhibit much more localized structures than that of benzene. They are also less aromatic than
benzene but have a higher degree of aromaticity than borazine. The bonding patterns can be
related to the relative stabilities of the diazaborines. Among these molecules, the most stable
isomer contains an N-B-N-B linkage, while the two least stable isomers have either a B-B
or a N-N bond. Changes in bonding patterns are also reflected in changes in the N1-B2 coupling
constant. When N1 and B2 are bonded to the less electronegative atoms C and B, 1J(N1-B2)
increases relative to borazine, but when either N1 or B2 is bonded to N, 1J(N1-B2) decreases.
Computed NMR chemical shifts and coupling constants are in good agreement with available
experimental data.

1. Introduction

There has been a long-standing fascination with molecules
in which a HC-CH group is replaced by a HB-NH one,
giving an isoelectronic molecule with a B-N bond. A
fundamental question is how similar or dissimilar are these
two molecules?1 Obviously, the C-C bond is nonpolar while
the B-N bond is very polar, since the B atom is significantly
less electronegative than the C atom, whereas the N atom
has a higher electronegativity. The introduction of the polar
B-N bond can significantly alter the electronic properties
of the system. For example, while graphite has a very high

conductivity, the isoelectronic boron nitride, which has the
graphite structure, is an insulator. Moreover, in a previous
paper,2 we have shown that substituent effects on the bonding
properties and vibrational frequencies of iminoboranes are
not only different but also opposite at times to substituent
effects on the corresponding acetylene derivatives. The
dissimilarities between acetylene and iminoborane derivatives
are primarily a consequence of the difference in the elec-
tronegativities of B and N, which leads to a significant
distortion of electron density in the B-N bonding region
compared to that of the C-C region.

Of particular interest is the replacement of one HC-CH
group of benzene (1) by one HN-BH group to form 1,2-
dihydro-1,2-azaborine (2),3,4 or the replacement of two
HC-CH groups by two HN-BH groups to form the
diazaborines (3-7) and three HC-CH groups to give
borazine (8) or pseudoborazine (9). These molecules are
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shown in Chart 1. It is interesting to note that while borazine
(8) has been known experimentally since 1926,5 1,2-dihydro-
1,2-azaborine (2) was only recently prepared in 2008 by Liu
et al.1 and subsequently investigated by other authors.6-8

On the basis of their theoretical and experimental data, these
authors concluded that 1,2-azaborine has significant aroma-
ticity.8

The number of compounds which have substituents on the
N and B atoms of rings containing B-N bonds are legion,9,10

but the parent compounds in which only H atoms are present
are not common. For the most part, studies of such molecules
have been restricted to theoretical investigations. A MP2/
6-31G(d) study of azaborines, including 2, was reported by
Kranz and Clark,11 who concluded that these compounds
present a considerable degree of electron delocalization. The
most stable isomer arises when B and N are directly bonded
(1,2), with the stability decreasing in the order of 1,2 (2) .
1,4 > 1,3. According to Schleyer et al., borazine (8) is
nonaromatic due to the polar BN bonds and shows little or
no evidence of ring currents.12 In contrast, the harmonic
oscillator model of aromaticity (HOMA) and Bird aromaticity
indexes calculated by Krygowski and co-workers indicate
that the aromaticity of borazine (8) is only slightly less than
that of benzene.13 Kar, Elmore, and Scheiner carried out
MP2/6-31+G(d,p) studies of B- and N-containing molecules,
including several of those illustrated in Chart 1, and
concluded that molecules with adjacent B-N bonds are more
stable than other isomers.14 Consistent with this, Dixon and
co-workers concluded that 2 was aromatic on the basis of
high-level computational data and experimental results.8

Doerksen and Thakkar calculated the vibrational frequencies
and polarizabilities of the compounds shown in Chart 1 as
well as azaborinines with nonadjacent B and N atoms.15 In
2009, Bosdet and Piers published a review in which molecule
2 and N- and/or B-substituted derivatives are described as
well as the structures of molecules related to 3 and 5-7.16

Didehydro derivatives (benzyne derivatives) of some of the
molecules in Chart 1 were investigated by Fazen and Burke
at various levels of theory up to and including coupled-cluster
singles and doubles method, CCSD(T).17 Ab initio calcula-
tions up to and including CCSD(T)/CBS have been used to
obtain reliable thermochemical data for borazine and related
derivatives.18 We previously reported an investigation of
neutral and anionic BN-containing five-member rings and
found that they exhibit a significant degree of electron
delocalization.19 In the present paper, we extend our studies

of BN-containing molecules and report a systematic analysis
of the structures, energies, bonding, aromaticity, and NMR
properties of six-member rings (2-9) containing one, two,
or three HB-NH groups.

2. Theoretical Methods and Computational
Details

Molecular geometries have been optimized at second-order
Møller-Plesset perturbation theory (MP2)20-23 with the
6-311+G(d,p) basis set.24,25 Frequency calculations were
performed to confirm that these structures are local minima
on their potential surfaces. Improved energies were obtained
using the composite G3B3 method implemented in Gaussian-
03. All calculations were carried out using the Gaussian-03
package.26

The electron densities of these molecules have been
analyzed using the atoms in molecules (AIM) theory as
implemented in the AIMPAC27 and AIMAll programs.28

Calculations of atomic properties were carried out by
integration within the atomic basins using the default
parameters in these packages, except in those cases where
the integrated Laplacian was less than 1 × 10-3 au, and
tighter criteria was employed. Previous reports have shown
that small errors can occur in the energy and charges of
systems if the values of the integrated Laplacian are less
than those of the default parameters.29

Further analyses of the bonding in these systems were
carried out by means of the natural bond orbital (NBO)
method.30 This method offers a picture of the bonding of a
given compound as a combination of localized hybrids and
lone pairs, which can be obtained by block-diagonalizing
the one-particle density matrix. In this analysis, we have
allowed for the detection of three center bonds, which are
rather common in B-containing compounds. Further insight
into the bonding characteristics was obtained by examining
interactions between occupied and unoccupied molecular
orbitals (MOs) through a second-order perturbation analysis
of the Fock matrix and computing Wiberg bond orders. Since
the systems under investigation may have significant aromatic
character, we have also used the natural resonance theory
(NRT)31 to estimate the contributions of different resonance
structures and the corresponding delocalization energy. The
delocalization energy is defined as

Chart 1. Benzene and the Azaborines

Edeloc ) Etotal - ELewis (1)
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where Etotal is the total energy of the compound, and ELewis

is the energy of a hypothetical Lewis molecule with strictly
localized bonds. ELewis is obtained by removing all off-
diagonal elements from the Fock matrix and computing one
self-consistent field (SCF) cycle.

The absolute chemical shieldings have been calculated at
MP2/6-311+G(d,p) with the GIAO computational method,
as implemented in Gaussian-03. The nuclear independent
chemical shift (NICS), an aromaticity index based on
magnetic criteria, has been evaluated for molecules 1-9. This
index is defined as the negative absolute magnetic shielding
computed at the center of the ring.32 The NICS(1) index is
calculated 1 Å above the ring center.33 Rings with highly
negative NICS values are aromatic, whereas those with
positive values are antiaromatic. The so-called para-delo-
calization index (PDI), proposed by Solà and co-workers,
has also been evaluated.34 This index is defined as the
average of Bader’s electron delocalization index (DI) of
atoms, which are in para positions in six-member rings. This
index has been found to correlate strongly with HOMA, the
latter being inapplicable for the molecules of interest in this
study because of the lack of reference values for B-N bonds.

Spin-spin coupling constants were computed for mol-
ecules 2-9 using the equation-of-motion coupled-cluster
singles and doubles method (EOM-CCSD) in the configu-
ration interaction (CI)-like approximation35-38 with all
electrons correlated. The Ahlrichs qzp basis set39 was used
on 13C and 15N atoms, and the qz2p basis set was used for
all 1H atoms. The recently constructed hybrid basis set was
used for 11B.2 This basis set has the same number of
contracted functions (6s, 4p, and 1d) as the Ahlrichs qzp
basis for C and N and was used previously in studies of
B-N, B-H, and B-Li coupling constants.40-43 In the
nonrelativistic approximation, the nuclear spin-spin coupling
constant is composed of four terms: the paramagnetic
spin-orbit (PSO), diamagnetic spin-orbit (DSO), Fermi-
contact (FC), and spin-dipole (SD).44 All of the terms have
been computed for all of the molecules. The EOM-CCSD
calculations were carried out using ACES II45 on the Itanium
cluster at the Ohio Supercomputer Center.

3. Results and Discussion

The optimized bond distances for compounds 2-9 are given
in Figure 1. The MP2/cc-pVTZ results previously reported8

for 2 are in good agreement with those given here. All
molecules in Figure 1 have planar rings except for the
molecule 9. Total energies for molecules 2-9, relative
energies, and enthalpies of formation for molecules 2-7 and
9 are reported in Table 1. The enthalpies were computed
for the isodesmic reactions (eqs 2 and 3) at the G3B3
computational level, using the experimental enthalpy of
formation for molecules 1 and 8 (82.8 and -510.03 kJ mol-1,
respectively46). Due to the errors associated with the heat
of formation of molecule 8 ((12 kJ mol-1) and the isodesmic
energies at this level (from 4 to 8 kJ mol-1), the calculated
heats of formation are estimated to have error bars of (20
kJ mol-1.

Substitution of a C-C bond in benzene by a B-N bond
leads to a significant rearrangement of electron density due
to the polarity of the BN bond. In molecule 2, the natural
net charges on B and N are +0.48 and -0.73e, respectively.
With the AIM partitioning, these values are +2.00 and
-1.47e, respectively, and are in agreement with previous
reports that show very large charges within the AIM
methodology for bonds between atoms with very different
electronegativities.47 The Laplacian of the electron density
at the BN bcp of 2 is positive, as it is in all molecules 2-9.
However, the energy density is negative, indicating that
although the bond is very polar, the potential energy density
dominates over the kinetic energy density as in typical
covalent interactions. Replacement of one or two HC-CH
linkages by HB-NH does not destroy the planarity of
azaborine or diazaborines. However, pseudoborazine (9) is
slightly nonplanar. Planar molecule 9 has one imaginary

(2) 2C6H6 + B3N3H6 f 3C4H6BN (2)

Figure 1. Optimized MP2/6-311+G(d,p) bond distances (Å).
The atomic numbering used for these molecules is indicated
in 2. The MP2/cc-pVTZ results reported in ref 8 for compound
2 are given in parentheses.

Table 1. Total MP2/6-311+G(d,p) Energies, Relative
Energies, and G3B3 ∆H°f Values

molecule symmetry Etotal (Hartree) Erel (kJ mol-1) ∆H°f (kJ mol-1)

2 Cs -235.009313 - 4.8a

3 Cs -238.484585 0.0 -200.8
4 C2h -238.424084 158.8 -21.9
5 C2v -238.428974 146.0 -55.8
6 C2v -238.412937 188.1 -17.9
7 C2v -238.399569 223.2 13.4
8 D3h -242.002367 0.0 -
9 C1 -241.850656 398.3 -127.5

a The predicted ∆H°f from ref 8 is 12.55 kJ mol-1.

(3-7) C6H6 + 2B3N3H6 f 3C2H6B2N2 (3)

1,2-Dihydro-1,2-azaborine and Related Molecules J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2241



frequency of -203 cm-1 but is only 0.07 kJ mol-1 less stable
than the equilibrium C1 structure. As shown previously for
five-member rings,19 one of the most characteristic signatures
of a B-N bond is its ability to act as either an electron donor
since N is electron rich or an electron acceptor since B is
electron poor. This is indeed the case for compound 2.
According to a NRT analysis, although the dominant
resonance form is the Kekulé-type structure with a weight
of 57%, there are also non-negligible contributions from other
resonance forms which involve electron donations from the
πC3C4 bonding orbital to the π*BN antibonding orbital and
the πBN bonding orbital to the π*C5C6 antibonding orbital.
As a result, the BN bond order (1.02) is smaller than that of
a typical BdN double bond (1.257 in H2BNH2) and close
to that of borazine (1.01). In addition, the bond orders of
the C3C4 and C5C6 linkages (1.62 and 1.58, respectively)
are less than those of typical CdC bonds but greater than
that of benzene (1.44). The electron densities at the corre-
sponding bcps are also greater (0.309 and 0.317 au, vs. 0.303
au). A similar conclusion can be derived from the analysis
of the delocalization indexes since, as has been shown
previously, they are linearly correlated with the bond
orders.48 Hence, the presence of the BN linkage produces a
more localized structure than that found in benzene and is
reflected in a decrease of about 20% in the delocalization
energy. Similar decreases are also found in the absolute
values of the NICS and the PDI indexes, as evident from
Table 2. Nevertheless, these data indicate that 2 has a
significant aromatic character, in agreement with the obser-
vations made previously.1,6-8

When two HB-NH groups are introduced into the ring,
five different isomers (3-7) can be formed. The most stable
isomer (3) corresponds to the one in which the two groups
are bonded in the order of N-B-N-B, while the least stable
isomers have B-B or N-N bonds, as in 6 and 7, respec-
tively. The NICS and PDI indexes reported in Table 2 clearly
show a decrease in aromaticity going from 2 to 3. The
delocalization energy also decreases by 9%, although 3 still
exhibits a certain degree of delocalization as indicated by
the existence of BNB and NCC three center bonds. Although
the NICS and PDI indexes indicate that the aromaticity of 4
and 5 increases relative to 3, both species are predicted to
be much less stable. This may be attributed to the replace-
ment of stronger C-C by weaker C-B bonds. In addition,
the existence of a N-B-N-B linkage in 3 also results in
the formation of a very strong CdC bond with a bond order
of 1.70, which is intermediate between a pure double bond
(ethylene bond order of 2.00) and an aromatic C-C bond

of benzene (1.44). The slightly greater stability of 5 relative
to 4 can be attributed to the strengths of the C-N and C-B
bonds in 5 (bond orders of 1.38 and 1.32, respectively)
compared to 4 (1.30 and 1.22, respectively). Similar trends
are observed for the electron densities at the bcps. In 5, the
electron densities at the C-N and C-B bcps are 0.340 and
0.202 au, respectively, compared to 0.300 and 0.191 au,
respectively, for 4. These bonding differences also reflect
the significant contributions (with a weight of 20% each) of
the mesomeric forms 5a and 5b, shown in Chart 2, which
are favored by the presence of a N-C-N linkage. As might
be expected, the B-N bonds have very small bond orders
(0.846) as a consequence of the N-C-N and B-C-B
linkages.

Only in the least stable isomers 6 and 7 are no three center
bonds detected in the NBO analyses, although both NICS(1)
and PDI indexes suggest a slight increase in aromaticity
relative to 3. In contrast, the delocalization energies of these
two molecules are 9% and 14% lower than that of 3. In any
case, it seems clear that aromaticity changes do not correlate
with relative stabilities. The lower stabilities of 6 and 7 are
mainly due to the presence of a B-B and a N-N bond,
respectively. A B-B bond is weaker than a C-B bond, and
in addition, both B atoms are bonded to N atoms. This
produces a net positive charge (+0.27 e) on both B atoms
and a significant electrostatic repulsion between them, which
destabilizes 6 relative to 3. This effect is even stronger for
7, since in this isomer the negative net charge accumulated
on the two bonded N atoms is much larger in absolute value
(-0.56 e), and this again results in an increased electrostatic
repulsion. As expected, the B-N bond orders (BO) in 6 and
7 (1.13 and 1.14, respectively) are intermediate between
H2BNH2 (1.257) and borazine (1.02).

When all the C-C bonds of the benzene ring are replaced
by B-N bonds, two possible isomers, 8 and 9, can arise.
The structure and aromaticity of borazine (8) has been the
subject of many previous studies and will not be discussed
here. It is worth mentioning, however, that its low aromaticity
has been explained in terms of the polarity of the B-N
bonds.12 The very low stability of 9 is clearly due to the
presence of one B-B and one N-N bond within the ring, a
situation which results in large electrostatic repulsions. No
three center bonds are found in 9, and the calculated
delocalization energy is about 19% less than that of borazine.
Although its NICS values are reduced, its PDI is almost twice
that of borazine. Of the three nonequivalent B-N bonds in
9, the one exhibiting the most double-bond character is
B5-N6 (BO ) 1.203), since it is located between a B-B
and a N-N bond. The B2-N3 bond has the smallest bond
order (0.979) and is part of the N-B-N-B linkage.

The B-N bond lengths vary significantly from 1.405 Å
in 9 to 1.489 Å in 5, as can be seen from Figure 1. The

Table 2. MP2/6-311+G(d,p) Aromaticity Indexes

molecule NICS(0) NICS(1) PDI

1 -7.91 (-8.76)a -10.20 (-10.39)a 0.059
2 -5.39 (-5.62)a -7.54 (-7.27)a 0.049
3 -2.50 -4.29 0.026
4 -4.89 -6.92 0.064
5 -4.10 -6.13 0.037
6 -2.22 -4.38 0.037
7 -2.73 -4.93 0.041
8 -1.50 (-2.02)a -2.51 (-3.01)a 0.012
9 -0.51 -2.30 0.023

a Values from ref 8.

Chart 2. Mesomeric Forms of Molecule 5
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shortest B-N bonds have the N atom bonded to another N
atom as in 7 and 9. Conversely, the longest B-N bonds have
B and N bonded to C atoms as in 4 and 5. Insight into these
trends can be obtained by recalling that B-B or N-N bonds
within the ring significantly favor a Kekulé-type structure,
which makes these bonds single bonds and the B-N bonds
formally double bonds. Consistently, in 6, 7, and 9, the
mesomeric structures shown in Chart 3 dominate with
weights of 70-80%. In contrast, the B-N bonds of 5 are
long due to the presence of N-C-N and B-C-B linkages,
which favor electron delocalization and leave the B-N bond
a single bond.

The PDI index is obtained as an average of three individual
delocalization values which may vary over a wide range.
For the molecules included in this study, the largest delo-
calization values correspond to those involving a pair of
carbon atoms. The maximum value of the DI is that of the
para-C-C pair in 4, with a value of 0.123. In contrast, the
smallest values are associated with the boron atoms with DI
values of B-B pairs ranging between 0.004 and 0.018 in 7
and 3, respectively.

The resonance energy of benzene is usually calculated as
the difference between its hydrogenation enthalpy, i.e., the
energy released when benzene is converted to cyclohexane,
and the hydrogenation enthalpy of cyclohexatriene, the
energy released when hypothetical C6H6 with three localized
CdC double bonds becomes fully saturated. The hydrogena-
tion enthalpy of the latter is taken as three times the enthalpy
change when cyclohexene is converted to cyclohexane.

A similar approach could be used to estimate the resonance
energies of the azaborines. Since azaborines contain both
CdC and BdN bonds, it is necessary to also evaluate the
hydrogenation energy of a BdN bond. This can be done as
illustrated by the reactions in Chart 4 for the molecule 2.
∆Hr1 is the enthalpy change when the BdN bond becomes

hydrogenated. The hydrogenation enthalpy of one CdC
double bond is the energy released in reaction 2, ∆Hr2, as in
benzene. Finally, ∆Hr3 is the energy released when azaborine
is fully hydrogenated. The resonance energy then is simply
∆Hres ) ∆Hr1 + 2 ∆Hr2 - ∆Hr3, as illustrated in Chart 5.
By adjusting the weighting coefficients of ∆Hr1 and ∆Hr2,

this scheme may also be extended to estimate the resonance
energies of compounds 3 and 6-9. However, a similar
scheme cannot be applied to compounds 4 and 5 since there
are no C-C linkages.

The calculated resonance enthalpies are summarized in
Table 3. It is interesting to note that the resonance energy is
not negligible for compound 2, although it is less than half
of that calculated for benzene at the same level of theory.
This is consistent with a certain aromaticity inherent in the
NBO description above and with both the PDI and NICS(1)
values. The resonance energies computed for 3, 6, and 7
clearly indicate a decrease in aromaticity relative to 2 and
are consistent with both our previous observations and the
calculated PDI and NICS(1) values. The resonance energies
also increase slightly in going from 3 to 6, but decrease
slightly going from 6 to 7, in contrast to the PDI and NICS(1)
results.

The resonance energy of borazine suggests that it does
have a certain degree of aromaticity, although it is much
less than that of compound 2, in agreement with PDI and
NICS(1) descriptions. Also, the resonance energy of borazine
is definitely smaller than that of compounds 3, 6, and 7, again
in agreement with the other aromaticity indexes [PDI and
NICS(1)].

Finally, the resonance energy of compound 9 indicates that
it is much more aromatic than borazine. This is not consistent
with both the dominant weight of the localized resonant
forms discussed above or the NICS(1) values, which predict
a similar aromaticity for both systems. It should be recog-
nized, however, that the model used to obtain the resonance
energies of azaborine, the diazaborines, and borazine has

Chart 3. Dominant Mesomeric Forms of Molecules 6, 7,
and 9

Chart 4. Reaction Enthalpies

Chart 5. Resonance Energy of Azaborine

Table 3. G3B3 Resonance Enthalpies (kJ mol-1)a

compound resonance enthalpy

2 96
3 57
6 82
7 79
8 6
9 59

a The resonance enthalpy for benzene at the same level of
theory is 201 kJ mol-1.
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certain limitations. Although the number of BdN and CdC
bonds are accounted for, their bond orders are not those of
the reference compounds. Moreover, some of the molecules
considered in this study also have B-B or N-N bonds which
are not present in the model compounds. These limitations
mean that the calculated resonance energies are only
approximate.

NMR Chemical Shifts. The calculated absolute chemical
shieldings (σ) of molecules 2-9 have been transformed to
the corresponding chemical shifts (δ) using those obtained
for 1H and 13C (in TMS), 15N (NH3), and 11B (from BF3 ·OEt2

in the gas-phase for which the experimental value is 9.4
ppm).49 The calculated B3LYP/Ahlrichs-vtzp values from
ref 8, those obtained in the present work, and the available
experimental values are given in Table 4. Experimental
values are available for two of the azaborines, namely 2 and
8.8,50 The only value of an experimental 15N chemical shift
for the molecules included in this study was measured for
borazine (8) and was -265.8 ppm.51 11B chemical shifts have
been obtained for 2 and 8, and are 31 and 30.2 ppm,
respectively.8,50 Thus, the computed values are consistent
with the experimental.

Good correlations are obtained between the experimental
and calculated 1H and 13C chemical shifts (for benzene all
C and H atoms have been considered), as indicated by eqs
4 and 5 which include TMS (δ ) 0.00 ppm).

Equation 6 shows that the results obtained at these two levels
of theory are linearly related.

Both theoretical methods yield comparable results, with R2

slightly better at B3LYP/ Ahlrichs-vtzp, but the slope closer
to 1 at MP2/6-311+G(d,p).

NMR Spin-Spin Coupling Constants. Liu and co-
workers reported experimental one- and three-bond spin-spin
coupling constants as part of their spectroscopic characteriza-

tion of azaborine (2).8,52 For this molecule, they determined
1J(B-H) with 11B ) 130 Hz and 1J(N-H) with 14N ) 57
Hz. This value for 1J(N-H) with 14N corresponds to 80 Hz
for 15N. In addition, they measured six three-bond H-H
couplings, 3J(H-H). The signs of these coupling constants
were not determined. Experimental values of 1J(B-H) and
1J(N-H) for borazine (8) are 138.4 and 55.1 Hz for 11B and
14N, respectively.46 The 14N ) 55.1 Hz corresponds to 15N
) 77.4 Hz. Table 5 reports the computed values of 1J(N-B),
1J(N-H), and 1J(B-H) for molecules 2-9. The computed
values of 1J(B2-H) and 1J(N1-H) for 2 are 126.4 and -79.6
Hz, and the computed values for 8 are 131.4 and 76.7 Hz,
respectively. Thus, the computed values are in good agree-
ment with the experimental values,8 with the sign of 1J(N-H)

Table 4. MP2/6-311+G(d,p) Calculated Chemical Shifts (δ, ppm) for Molecules 2-9 and Experimental Chemical Shifts for
Molecules 1, 2, and 8

atom 1 2 3 4 5 6 7 8 9 1 exp. 2 exp. 8 exp. 1a 2a 8a

X1 130.04 -203.98 -235.56 -173.07 -205.75 -204.62 -209.84 -250.85 -234.64 128.5 -265.8 135.2 -246.9 -287.6
X2 130.04 26.99 23.57 20.75 29.38 38.56 23.97 27.15 21.24 128.5 31 30.2 135.2 26.9 26.1
X3 130.04 136.21 -225.76 146.19 124.92 38.56 150.19 -250.85 -218.26 128.5 131.6 135.2 139.0 -287.6
X4 130.04 142.08 33.58 -173.07 29.38 -204.62 150.19 27.15 45.58 128.5 144.5 30.2 135.2 151.5 26.1
X5 130.04 116.09 112.89 20.75 -205.75 119.06 23.97 -250.85 30.77 128.5 112.1 135.2 118.8 -287.6
X6 130.04 132.44 145.00 146.19 140.80 119.06 -209.84 27.15 -203.99 128.5 134.7 30.2 135.2 140.2 26.1
H1 7.75 8.42 6.56 9.73 8.08 8.28 7.66 5.58 6.32 7.26 8.44 5.42 7.5 7.8 5.3
H2 7.75 5.49 5.00 5.29 5.51 5.74 4.99 4.94 4.65 7.26 4.90 4.46 7.5 5.4 5.0
H3 7.75 7.61 7.05 8.03 6.99 5.74 8.01 5.58 7.34 7.26 6.92 5.42 7.5 7.4 5.3
H4 7.75 8.04 5.58 9.73 5.51 8.28 8.01 4.94 6.03 7.26 7.70 4.46 7.5 8.0 5.0
H5 7.75 6.83 6.12 5.29 8.08 6.64 4.99 5.58 4.96 7.26 6.43 5.42 7.5 6.6 5.3
H6 7.75 7.52 7.57 8.03 7.75 6.64 7.66 4.94 7.61 7.26 7.40 4.46 7.5 7.3 5.0

a B3LYP/Ahlrichs-vtzp values from ref 8.

δ(exp) ) (1.010 ( 0.006)δ[MP2/6-311 + G(d,p)]

n ) 34, R2 ) 0.9987 (4)

δ(exp) ) (0.945 ( 0.004)δ(B3LYP/Ahlrichs-vtzp)

n ) 34, R2 ) 0.9993 (5)

δ(B3LYP/Ahlrichs-vtzp) ) (4.7 ( 0.8) +
(1.114 ( 0.008)δ[MP2/6-311 + G(d,p)]

n ) 37, R2 ) 0.9984 (6)

Table 5. 1J(N-B), 1J(N-H), and 1J(B-H) (Hz) for
Azaborine, Diazaborines, Borazine, and Pseudoborazinea

molecule no. 1J(N1-B2) 1J(B2-N3) 1J(N3-B4) 1J(B5-N6)

2 -23.4
3 -29.6 -27.7 -21.9
4 -23.4
5 -16.5
6 -19.6
7 -28.9
8 -26.8
9b -34.9 -28.0 -18.0 -24.0

molecule no. 1J(N1-H) 1J(N3-H) 1J(N6-H)

2 -79.6 (-80)c

3 -82.4 -75.0
4 -75.9
5 -79.6
6 -78.5
7 -76.9
8 -76.7 (-77.4)d

9b -88.6 -73.5 -84.9

molecule no. 1J(B2-H) 1J(B4-H) 1J(B5-H)

2 126.4 (130)c

3 134.5 123.1
4 129.5
5 125.4
6 115.9
7 112.4
8 131.4 (138.4)d

9b 133.1 114.1 116.4

a Coupling constants correspond to 1H, 11B, and 15N isotopes.
b Values computed for the structure of Cs symmetry. c Ex-
perimental value from ref 8. d Experimental value from ref 50.
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negative and 1J(B-H) positive. In addition, Figure 2 shows
a plot of computed versus experimental values of 3J(H-H),
which are much smaller, varying from 2 to 11 Hz. A
reference point at (0,0) has been added. From Figure 2, it
can be seen that the computed values are linearly related to
the experimental as

Thus, for those cases in which comparisons can be made,
there is good agreement between the computed and the
experimental values of coupling constants for molecule 2.

Table 5 also lists 1J(N-B), 1J(N-H), and 1J(B-H) for
the diazaborines (3-7), borazine (8), and pseudoborazine
(9). It is advantageous to examine the values of 1J(N1-B2),
1J(N1-H), and 1J(B2-H) for molecules 2-7 relative to
borazine, since variations in these coupling constants may
also be viewed as arising from the substitution of one or
two HC-CH groups for one or two HN-BH groups.
Relative to 1J(N1-B2) for borazine, this coupling constant
decreases in absolute value for molecules 2 and 4-6, but
increases for molecules 3 and 7. Some insight into these
changes can be obtained by examining the bonding patterns
in these molecules. In molecules 2 and 4-6, the N1-B2
group is bonded to either two C atoms or one C and one B.
In contrast, N1-B2 is bonded to one C and one N in
molecules 3 and 7. Thus, it is apparent that changes in the
N1-B2 bond, which occur in these molecules as the atoms
bonded to N1 and B2 change, are reflected in the changes
in 1J(N1-B2). When N1 and B2 are bonded to the less
electronegative atoms C and B, 1J(N1-B2) decreases in
absolute value, whereas when either N1 or B2 is bonded to
a N atom, 1J(N1-B2) increases. This relationship is also
consistent with an increase of 1J(B2-N3) and a decrease of
1J(N3-B4) for 3, and a significant increase in 1J(N1-B2)
for pseudoborazine (9) in which both N1 and B2 are bonded
to N atoms. Moreover, the increase in 1J(N1-B2) when
either N1 or B2 is bonded to the more electronegative N

atom, and the decrease in 1J(N1-B2) when N1-B2 is
bonded to C and B, are consistent with the effects of F and
Li substitution in borazine.40 Fluorine substitution at either
N1 or B2 of borazine increases the one-bond N1-B2
coupling constant, whereas Li substitution decreases
1J(N1-B2). This is also consistent with substituent effects
in benzene, in which case 1J(C-C) increases upon F
substitution but decreases with Li substitution. Since values
of 1J(N1-B2) for molecules 2-9 are dominated by the
Fermi-contact (FC) terms, it is evident that changes in the s
electron densities in both the ground and excited states of
these molecules must respond to the different bonding
patterns in these systems. It should also be noted that the
FC term underestimates 1J(N-B) by about 2 to 3 Hz, the
contribution from the PSO term. This situation was also
found for borazine and its derivatives.40

Relative to its value of -76.7 Hz for borazine, 1J(N1-H)
increases in absolute value in azaborine (2) and the diaz-
aborines (3-7), except for molecule 4, in which case it
decreases but by less than 1 Hz. The largest absolute value
of 1J(N1-H), -82.4 Hz, is found for molecule 3. The value
of 1J(B2-H) is 131.4 Hz for borazine, and it decreases in
the same set of molecules except for molecule 3, in which
case it increases to 134.5 Hz. Moreover, 1J(N1-B2) also
has its greatest absolute value in molecule 3. What makes
molecule 3 unique among these six-member rings? The
answer must be related to the retention of the borazine
connectivity N1-B2-N3-B4 in molecule 3, which is also
the most stable of the diazaborazine isomers, as noted above.
It is also interesting to note that the largest absolute values
of both 1J(N1-B) and 1J(N1-H) in the entire set of
molecules are found for pseudoborazine (9), while 1J(B-H)
has its second-largest value in this molecule. Once again,
the N1-B2-N3-B4 connectivity is retained in this mol-
ecule. No simple relationships could be found between
1J(N-B), 1J(N-H), and 1J(B-H) and the corresponding
N-B, N-H, and B-H distances. Moreover, values of

Figure 2. Computed vs experimental values of 3J(H-H) for azaborine (2).

3J(H-H)(calc) ) 0.903[3J(H-H)(exp)] + 0.136

n ) 6, R2 ) 0.986 (7)
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1J(N-B), 1J(N-H), and 1J(B-H) do not appear to correlate
with each other.

Conclusions

An ab initio study has been carried out to investigate
azaborine, the diazaborines, and borazine. These molecules
can be considered as arising when one or more HC-CH
linkages in benzene are replaced by HB-NH linkages. Such
replacements lead to a significant rearrangement of electron
density due primarily to the polarity of the BN bond.
Azaborine (2) exhibits a much more localized structure than
that of benzene, with a dominant contribution (57%) of the
Kekulé-type structure. Azaborine and the diazaborines lose
aromaticity relative to benzene but are more aromatic than
borazine. The bonding characteristics influence the lengths
of the B-N bonds in these molecules as well as the relative
stabilities of the diazaborines. The most stable isomer has
the N-B-N-B linkage, while the least stable have either a
B-B or N-N bond.

NMR chemical shifts and coupling constants have been
computed and found to be in good agreement with available
experimental data. Changes in the N1-B2 bond in these
molecules are reflected in the changes in 1J(N1-B2). When
N1 and B2 are bonded to the less electronegative atoms C
and B, 1J(N1-B2) increases in absolute value relative to
borazine, but when either N1 or B2 is bonded to N,
1J(N1-B2) decreases. No simple relationships exist between
1J(N-B), 1J(N-H), and 1J(B-H) and the corresponding
N-B, N-H, and B-H distances, respectively. Moreover,
values of 1J(N-B), 1J(N-H), and 1J(B-H) do not appear
to correlate with each other.
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Abstract: The performance of a wide range of quantum chemical calculations for the ab initio
study of realistic model systems of aromatic-aromatic side chain interactions in proteins (in
particular those π-π interactions occurring between adjacent residues along the protein
sequence) is here assessed on the phenylalanyl-glycyl-phenylalanine (FGF) tripeptide. Energies
and geometries obtained at different levels of theory are compared with CCSD(T)/CBS
benchmark energies and RI-MP2/cc-pVTZ benchmark geometries, respectively. Consequently,
a protocol of calculation alternative to the very expensive CCSD(T)/CBS is proposed. In addition
to this, the preferred orientation of the Phe aromatic side chains is discussed and compared
with previous results on the topic.

Introduction

Proteins are linear heteropolymers composed of amino acids.
Most proteins fold into unique three-dimensional structures
(tertiary structure or native state) in which they perform their
biological functions.1 A folded protein is a complex structure
containing very different types of intra- and interresidual
interactions. One of the reasons to be interested in the nature
of these intramolecular forces is based on the well-known
fact that interactions between side chains largely favor the
molecule’s acquisition of the folded state. Obviously, then
a better understanding of the folding process can be gained
by studying both the interactions between adjacent residues
covalently bound as well as the interactions between non-
covalently bound regions. Noncovalent interactions compile
a wide variety of weak intermolecular forces (H-bonds,
cation-π interactions, etc.) among which the π-π interac-
tions are known to play a relevant role in the stability of

proteins. Indeed, around 64% of aromatic side chains in
proteins are likely involved in π-π intramolecular interac-
tions with neighbor aromatic side chains.

Residues buried in the hydrophobic core of any protein
are shielded from solvent, and thus, they attain an environ-
ment which may be very similar to that in the gas phase.
For that reason, noncovalent interactions occurring in the
hydrophobic core of any protein may be studied from a
quantum chemical point of view. However, such treatment
necessarily requiressfor obvious reasonssthe definition of
a much simpler system than a protein; i.e., quantum chemical
studies on noncovalent interactions in proteins are typically
restricted to some relevant parts of it. In this respect, we
have previously focused on the quantum chemical study of
the noncovalent interactions between the peptide backbone
and the aromatic side chains in di- and tripeptides.2-6 In
the present work, we concentrate on the study of noncovalent
interactions between aromatic side chains of adjacent residues
along the protein sequence.

Dealing with the quantum chemical computation of
aromatic-aromatic interactions in proteins entails mainly two
difficulties, the selection of a good prototype model system
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and, subsequently, the level of theory to be employed for
the study. There are two possible ways to select a prototype
system of the π-π interactions of any protein. Having the
crystal structure, one would usually concentrate on the min-
imal possible interacting parts of interestsaromatic side
chains in this particular casesand remoVe everything else.
Lacking the crystal geometries, one cannot but optimize ab
initio the geometries of the model system. This is, however,
a quite critical step, since it is questionable how close the
minimum found is to the real geometrical disposition of the
aromatic side chains in a protein. In other words, the simplest
model of the aromatic-aromatic interactions in proteins one
could think of is undoubtedly the benzene dimer. Certainly,
phenylalanine residues have benzene-like aromatic side
chains that could adopt, at least hypothetically, similar
geometrical rearrangements to those shown by the benzene
dimer. But, undoubtedly, there are some factors affecting
the orientation of the aromatic side chains in proteins that
are not present in the benzene dimer model, namely, (a) the
likely interaction between the aromatic side chains and the
peptide backbone; (b) the φ and Ψ preferences of allowed
regions in protein structures (Ramachandran plot) that
determine the local shape assumed by the protein backbone
and, thus, the orientation of the side chains, and, finally, (c)
peptide bonds linking the residues have a double character
that hinders rotation around its axissguaranteeing that the
R carbons are roughly coplanarsand act upon the geo-
metrical disposition of the side chains. Hence, accurately
modeling aromatic-aromatic side chain interactions in
proteins requires realistic models including all of the above-
mentioned factors.

Aromatic-aromatic interactions have been intensively
explored up to now by means of rigorous electronic structure
computations. Illustrative examples are, for instance, the
elaborated works by Urch et al.,7 Sherrill et al.,8 and
Diederich et al.,9 where a detailed bibliography on the topic
can be found. So, regarding the level of theory to be
employed for the study, it is already a very well-known fact
that a definitive treatment of the dispersion energy can only
be done by using the CCSD(T) method with large basis sets
including multiple polarization and diffuse functions;8 thus,
this should be the method to be employed for any study of
such characteristics. However, realistic models of aromatic-
aromatic interactions in proteins are incompatible with small-
size systems, and obviously, such high-level quantum chemi-
cal calculations are prohibitive. Then, a level of theory
alternative to the very expensive CCSD(T)/large basis set
has to be necessarily found.

Plenty of discussion has been done up to now about the
performance of the MP2 and the density functional theory
(DFT) methods. On one hand, the major disadvantage of the
MP2 method is its overestimation of the dispersion
energysrelevant in the aromatic-aromatic interactionsswhen
an extended basis set [or even at the complete basis set (CBS)
limit] is applied. Reliable energies (and also geometries) are
thus frequently obtained when using medium size basis sets.
However, this is evidently due to a compensation of errors
and it is impossible to rely on this compensation. On the
other hand, DFT lacks a proper description of the dispersion

interaction. Consequently, many alternatives have appeared
quite recently trying to compensate the deficiencies of both
methods.10-16 Hence the question of which level of theory
is more suitable for the study of aromatic-aromatic interac-
tions in protein model systems is topical, and for this reason,
we present here a theoretical study on the performance of a
vast range of levels of theory in comparison with the
CCSD(T)/CBS benchmark data for the phenylalanyl-glycyl-
phenylalanine (Phe-Gly-Phe, FGF) tripeptide. We have
chosen this system since it fulfills the requirements needed
for such kind of study, namely, (a) CCSD(T) single point
calculations are affordable, though we are in the upper limit
of what is nowadays feasible, and (b) it can be considered a
realistic model of π-π interactions occurring in proteins,
and more specifically, unlike previous studies where the
prototype systems model the aromatic-aromatic interactions
occurring between nonconsecutive residues, the system here
studied models those π-π interactions occurring between
adjacent residues along the protein sequence.

Additionally, this work deals with another degree of
difficulty in comparison with simpler models, e.g.,
benzene · · ·NH3 dimer17,18 or benzene dimer,19 since both
H-bond and π-π interactions coexist in the molecule, which
shows the need for a method describing correctly and, more
important, simultaneously those interactions. Finally, the
importance of the basis set superposition error (BSSE) cannot
be forgotten.20-22 When dealing with the calculation of
aromatic-aromatic intermolecular interactions, this error is
generally corrected by the counterpoise (CP) procedure.23

However, the case of isolated systems is far more compli-
cated, because neither a well-established method accounting
for this error nor a CP-like procedure has yet been developed.
Moreover since small peptides are systems of multiconfigu-
rational character, each particular conformation suffers
differently from the intramolecular BSSE, which stresses the
importance of choosing a level of theory where this error
has been, if not erased, at least minimized.

Ultimately, this work aims to gain a better understanding
of the π-π interactions and by extension their role played
in proteins from the information obtained on the pureswithout
any influence of the solventsaromatic-aromatic interactions
provided by calculations in vacuo on isolated small peptides.

Computational Details

As mentioned already in the Introduction, small peptides are
systems of multiconformational character, thus showing a
very rich conformational landscape. Since only few conform-
ers are typically experimentally detected,24-26 we have
restricted our benchmark study to a set containing 15
energetic and geometrically different conformers. These
structures have been selected according to a strategy of
calculation previously proven efficient5 and they constitute
the most stable structures in the potential energy surface of
FGF. This set contains those conformers observed experi-
mentally and simultaneously; the number of structures
included in it is small enough so that high-level calculations
can be carried out for all of them. Different levels of theory
have then been tested against CCSD(T)/CBS values. A table
containing a time scale for the different computational
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methods employed in the study is included in the Supporting
Information (see Table S1).

Empirical Force Field. Single-point energy calculations
and geometry optimizations were carried out by means of
parm99 empirical force field.27 B3LYP/cc-pVTZ atomic
charges obtained using the restrained electrostatic potential
fitting procedure28 (RESP) have been used for these calcula-
tions. Notice that the RESP charges finally used are the
average of the RESP charges of six different structures
(FGF_02, FGF_03, FGF_04, FGF_05, FGF_10, and FGF_12;
see Figure 1).

Tight-Binding Method Extended by an Empirical
Dispersion Term (SCC-DF-TB-D). Energy minimizations,
single-point energy calculations, and geometry optimizations
were obtained by means of the SCC-DF-TB-D29 method,
which includes a term describing the dispersion energy
essential for the proper study of peptides containing two
aromatic side chains. Additionally, it is a very fast method
and particularly interesting for an accurate scanning of the
potential energy surface of any small peptide.

Density Functional Theory. Different functionals and
basis sets have been tested for geometry optimization,
namely, (a) B3LYP30/6-31G*,31 since it is one of the levels
of theory commonly used for the study of isolated small
peptides; (b) TPSS32/6-311++G(3df,3pd)31 and TPSS-D/
6-311++G(3df,3pd), since the latter has been recently
proven to perform reasonably well for the study of isolated
systems;3 (c) M06-2X16/MIDI!,33 due to the fact that it
belongs to a brand new generation of hybrid meta-general-
ized-gradient-approximation exchange correlation functionals
that include an accurate treatment of medium-range correla-
tion energy that mainly concerns the London dispersion
energy; and, finally, (d) M06-L34/TZVP35 since it is much
cheaper than M06-2X and consequently, can be combined
with larger basis sets without losing computational efficiency.

Additionally, single-point energy calculations on RI-MP2/
cc-pVTZ geometries have been also systematically carried
out at the following levels of theory: (a) B3LYP/6-
311++G(3df,3pd); (b) TPSS/6-311++G(3df,3pd); (c) TPSS-

D/6-311++G(3df,3pd); (d) M06-2X/6-311+G(2df,2pd);31

(e) M06-L/6-311++G(3df,3pd); (f) BH&H36/6-311++G-
(d,p); and (g) PBE37-D/TZVP.

Wave Function Theory (WFT) Calculations. RI-MP2/
cc-pVTZ geometries are here considered as the benchmark.
CCSD(T) energies where obtained according to the following
equation:

where MP2/CBS energies were calculated by the extrapola-
tion of the RI-MP238,39/cc-pVTZ40 and RI-MP2/cc-pVQZ40

relative energies using the scheme of Helgaker and co-
workers.41 The second term of eq 1 covers the portion of
correlation energy beyond the second perturbation order42

and it has been calculated using a small basis set, as it has
been demonstrated that the CCSD(T)-MP2 energy difference
depends little on the size of the basis set.43 Equation 1 has
been previously proven as an efficient way to approximate
CBS energies for large systems where otherwise such
calculations are prohibited.43 ECBS

MP3 energies were also
calculated following eq 1 except for the correlation energy
beyond the second order, which is given by the (EMP3 -
EMP2)|6-31G* term. SCS-MP214 and SCS(MI)-MP215 (with
spin-component scaling factors cos ) 0.40 and css ) 1.29)
methods have also been tested. For both methods, energies
have been extrapolated to the CBS limit using the scheme
of Helgaker and co-workers. Additionally, in case of the
SCS(MI)-MP2 method, we have also tested another extrapo-
lation scheme suggested by the authors.15 Since the differ-
ences between the results obtained with the different schemes
of extrapolation are negligible, for simplicity reasons, we
will only show the results obtained using the scheme of
Helgaker and co-workers.

Results and Discussion

Figure 1 shows the RI-MP2/cc-pVTZ geometries of the 15
most stable structures in the SCC-DF-TB-D potential energy

Figure 1. RI-MP2/cc-pVTZ geometries of the 15 most stable structures of FGF tripeptide.

ECBS
CCSD(T) ) ECBS

MP2 + (ECCSD(T) - EMP2)|
6-31G*

(1)
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surface of FGF tripeptide. Cartesian coordinates of those
structures can be found in the Supporting Information.
Additionally, all these coordinates (together with relative
energies) can be found in the following web page: www.
begdb.com.44 These geometries have been taken as reference
geometries for the assessment of various levels of theory:
(a) B3LYP/6-31G*; (b) TPSS/6-311++G(3df,3pd); (c)
TPSS-D/6-311++G(3df,3pd); (d) M06-2X/MIDI!; (e) M06-
L/TZVP; (f) SCC-DF-TB-D; and (g) geometries obtained
using the ff99 force field.

Table 1 collects the root-mean-square deviations (RMSDs)
in angstroms obtained for each individual conformer as
compared to the benchmark geometries. Average deviations
of each particular level of theory are also collected. On the
basis of the average deviations shown in Table 1, it is easily
inferred that SCC-DF-TB-D and M06-2X/MIDI! show a
similar behavior and differ little from the RI-MP2/cc-pVTZ
geometries. Indeed, the smaller deviations shown by the
SCC-DF-TB-D method suggest that it is highly recommend-
able for obtaining reliable geometries of aromatic-aromatic
protein model systems at an extremely low computational
cost. The M06-2X/MIDI! level of theory is equally reliable
but certainly more computationally expensive. Additionally,
the behavior of the M06-L/TZVP level of theory is slightly
worse but still very acceptable and certainly less computa-
tional expensive than M06-2X/MIDI!. Also true is that
whereas the former two methods rarely show individual
conformer deviations larger than 0.2 Å, for the latter,
approximately 25% of the individual deviations differ more
than 0.2 Å from the benchmark geometries. Notice also that
at this level of theory it was not possible to localize (since
after 426 steps the convergence criteria was still not satisfied)
the FGF_01 structure in the potential energy surface.

Even when on average the ff99 empirical force field
performance is comparable to the M06-L/TZVP level of
theory, individual geometries obtained using the force field
deviate more from the benchmark geometries, as 40% of
the conformers show RMSD values higher than 0.2 Å.
Consequently, its overall performance is slightly worse than

that of the M06-L/TZVP level of theory. Notice, however,
that atomic charges of a flexible moleculeslike the one here
consideredsmay vary significantly from one conformation
to another, obviously affecting the final results. In the present
case, the best results were obtained when the RESP charges
used were the average of the RESP charges of six structures
of different conformations (FGF_02, FGF_03, FGF_04,
FGF_05, FGF_10, and FGF_12; see Figure 1).

Geometries obtained at the TPSS-D/6-311++G(3df,3pd)
level of theory deviate from the benchmark geometries
slightly more than any of the methods previously commented
on. However, its overall performance is reasonable, and
consequently, geometries obtained at this level should still
be reliable. The opposite is true regarding the B3LYP/6-
31G* level of theory. Widely used for the study of small
peptides, B3LYP/6-31G* gives large RMSD values when
compared to the reference geometries, the reason being no
other than the poor description of the dispersion interaction
given by the functional. A very illustrative example of its
different performance in comparison with the TPSS-D
functional or the MP2 method can be seen in Figure 2. We
cannot forget, though, that the MP2 method suffers from an
overestimation of the dispersion energy;45,46 thus, geometries
should be also partially affected by this overestimation,
meaning that the comparison between the different methods
should be done qualitatively rather than quantitatively. The
importance of dispersion in FGF is also supported by the
fact that geometries obtained at TPSS/6-311++G(3df,3pd),
i.e., removing the dispersion energy from the TPSS func-
tional, gives the largest deviation of all the levels of theory
here compared with the RI-MP2/cc-pVTZ values.

Thus, from the analysis of Table 1, one could conclude
that any of the levels of theory here discussedsbut the
B3LYP/6-31G* and TPSS/6-311++G(3df,3pd)scould be in
principle used for obtaining reliable molecular structures of
aromatic-aromatic protein model systems and its usage
should be mostly dependent on the computational resources
and time disposal.

Table 2 collects the mean unsigned error (MUE), standard
deviation (σ), and maximum unsigned error (Max.) obtained
from the comparison between the CCSD(T)/CBS benchmark
energies and single-point energiesson the RI-MP2/cc-pVTZ
benchmark geometriessobtained at different levels of theory.
The statistical values have been calculated as follows. First
we have calculated the average energies (Eaverage) for each
particular method collected in Table 2 as well as the average
energy at the CCSD(T)/CBS level of theory. Then, we have
obtained the relative energies at all levels of theory subtracting
the average energy from the energy of each particular con-
former, i.e., (Econformer - Eaverage)level of theory and (Econformer -
Eaverage)CCSD(T)/CBS. Finally, we have calculated the difference
[(Econformer - Eaverage)CCSD(T)/CBS - (Econformer - Eaverage)level of theory].
These last data are those collected in Table 2.

The performance of each method is well-established after
the analysis of Table 2. The B3LYP/6-311++G(3df,3pd)
level of theory gives the largest errors of all, followed by
the empirical force field ff99, and the TPSS/6-311++G-
(3df,3pd) level of theory. This is not an unexpected result,
though, because dispersion is playing a major role in the

Table 1. Root-Mean-Square Deviations (RMSDs) (in Å)
between the RI-MP2/cc-pVTZ Benchmark Geometries and
Geometries Obtained at Different Levels of Theorya

B3LYP/
6-31G*

TPSS/
LP1

TPSS-D/
LP1

M06-2X/
MIDI!

M06-L/
TZVP

SCC-DF-
TB-D ff99

FGF_01 0.37 0.63 0.14 0.04 0.12 0.21
FGF_02 1.13 1.06 0.82 0.10 0.13 0.08 0.12
FGF_03 0.90 0.88 0.16 0.08 0.15 0.10 0.13
FGF_04 0.30 1.09 0.21 0.14 0.23 0.05 0.12
FGF_05 0.90 0.84 0.29 0.05 0.10 0.05 0.15
FGF_06 2.33 1.09 0.11 0.10 0.14 0.07 0.14
FGF_07 0.78 1.09 0.21 0.08 0.16 0.07 0.32
FGF_08 0.30 0.40 0.12 0.07 0.21 0.09 0.53
FGF_09 0.26 0.51 0.09 0.07 0.06 0.06 0.21
FGF_10 0.62 0.18 0.22 0.39 0.06 0.32
FGF_11 0.45 0.63 0.51 0.14 0.46 0.06 0.13
FGF_12 1.08 0.94 0.31 0.10 0.16 0.07 0.23
FGF_13 0.43 1.66 0.11 0.11 0.13 0.10 0.13
FGF_14 0.41 0.87 0.10 0.10 0.15 0.07 0.16
FGF_15 1.10 0.94 0.17 0.10 0.13 0.08 0.16
average 0.76 0.90 0.24 0.10 0.19 0.08 0.20

a Average RMSDs values are also included. LP1 stands for the
6-311++G(3df,3pd) Pople basis set.
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stability of each of the FGF conformers and none of these
methods deals properly with dispersion. The next category
includes the PBE-D/TZVP, TPSS-D/6-311++G(3df,3pd),
and BH&H/6-311++G(d,p) levels of theory with MUEs of
approximately 1.0 kcal/mol. It can be seen then that adding
dispersion improves the results, which reinforces the former
statement about the importance of dispersion in the stability
of this system. It also shows that if DFT is to be used for
the study of systems of similar characteristics, functionals
including dispersionsaugmented with dispersion or specif-
ically parametrized to cover dispersionsshould be neces-
sarily employed. The SCC-DF-TB-D method, as well as any
of the Truhlar’s functionals here tested, constitute a signifi-
cant improvement with respect to any of the levels of theory
discussed before. Their statistics are very similar to those
given by any of the wave function theory methods. Among
the latter, both the SCS(MI)-MP2 and the SCS-MP2 methods
show the best performance. This means that the more
expensive MP2/CBS and MP3/CBS levels of theory could
be avoided, specially, if larger systems were to be calculated.

We have also examined if the global minimum predicted
by the different levels of theory here considered is the
same. Each individual level of theory except TPSS/6-
311++G(3df,3pd), B3LYP/6-311++G(3df,3pd), and f99

predict FGF_01 as the global minimum, in agreement with
the benchmark calculations (see Table S2 in the Supporting
Information). Notice also that at the BH&H/6-311++G(d,
p) level of theory the global minimum predicted is structure
FGF_02. However, this structure is only 0.16 kcal/mol more
stable than structure FGF_01. Indeed, according to this level
of theory, there are four structures within a range of energy
of 0.41 kcal/mol and thus it is really difficult to select one
as the global minimum. Additionally, in the majority of the
levels of theory considered, the 15 structures of the set lie
in an interval of energy similar to that of the benchmark
calculations (approximately 3.2 kcal/mol). However, this is
not the case for the TPSS/6-311++G(3df,3pd), B3LYP/6-
311++G(3df,3pd), PBE-D/TZVP, and f99 data. The same
holds true for the TPSS-D/6-311++G(3df,3pd) level of
theory, where structures lie in a range of 6.00 kcal/mol,
suggesting that one should be particularly careful if any
selection of the structures is to be done on the basis of the
relative energies predicted at this particular level of theory.
Also noticeable is that, again at this particular level of theory,
structures where an OH · · ·OdC intramolecular H-bond
occurs between the carboxylic terminal group and the CdO
of the preceding residue (see for instance structure FGF_01)
are systematically more stable than structures lacking this
particular intramolecular interactions. However, these two
families of structures are more interspersed in case of the
benchmark calculations. Notice that SCC-DF-TB-D as well
as BH&H/6-311++G(d,p) and PBE-D/TZVP show a similar
behavior to TPSS-D/6-311++G(3df,3pd) level of theory in
this particular respect.

A final comment should be made with respect to our
previous paper concerning a similar study, though on a
different type of intramolecular interaction within the peptide,
i.e., peptide backbone-aromatic side chain interactions.3 The
performance of the methods is consistent for both families
of peptides (backbone-aromatic side chain and aromatic-
aromatic side chain). Regarding geometries, average RMSD
values calculated for both type of systems are almost the
same. The only exception is for the B3LYP/6-31G* level of
theory, where average RMSD values are larger in the case
of the FGF system. Obviously, this is due to the fact that
the performance of the B3LYP functional worsens as the
aromatic character of the system increases. Regarding

Figure 2. Comparison between the B3LYP/6-31G*, TPSS-D/6-311++G(3df,3pd), and the RI-MP2/cc-pVTZ levels of theory.

Table 2. Mean Unsigned Error (MUE), Standard Deviation
(σ), and Maximum Unsigned Error (Max.) Obtained from
the Comparison between the CCSD(T)/CBS Benchmark
Energies (in kcal/mol) and Single-Point Energies at
Different Levels of Theory on RI-MP2/cc-pVTZ Benchmark
Geometries

method MUE σ Max.

ff99 1.84 1.55 5.42
SCC-DF-TB-D 0.51 0.39 1.21
B3LYP/6-311++G(3df,3pd) 1.94 1.66 5.80
TPSS/6-311++G(3df,3pd) 1.63 1.72 5.53
TPSS-D/6-311++G(3df,3pd) 0.95 0.51 1.63
PBE-D/TZVP 0.97 0.59 1.91
M06-2X/6-311+G(2df,2p) 0.42 0.38 1.20
M06-L/6-311++G(3df,3pd) 0.39 0.34 0.99
BH&H/6-311++G(d,p) 0.82 0.46 1.51
SCS-MP2/CBS 0.28 0.26 0.86
SCS(MI)-MP2/CBS 0.26 0.28 0.88
MP2/CBS 0.56 0.38 1.37
MP3/CBS 0.40 0.26 0.90
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energies, the same trends are observed for both families of
peptides. Summarizing, the ff99 force field and standardsnot
augmented with dispersion or not specifically parametrized
to cover dispersionsfunctionals deviate more from the
benchmark energies. Then, DFT improved, i.e., augmented,
with dispersion in any possible way performs reasonably
well. More specifically, M06-2X and M06-L Truhlar func-
tionals show a better performance than the PBE-D or TPSS-D
functionals. Additionally, wave function theory methods
show the smallest errors, particularly SCS-MP2 and SC-
S(MI)-MP2, in comparison with the benchmark data here
considered. It should be stressed once again that studying
proteins from a quantum chemical point of view necessarily
implies restricting, for obvious reasons, the study to those
particular areas of interest, e.g. π-π interactions and peptide
backbone-aromatic side chain interactions. However, a
global perspective on the topic certainly requires the
combination of the conclusions obtained from each individual
study. Then, it would be highly unsatisfactory if a certain
method worked well, for instance, for peptide backbone-
aromatic side chain interactions but failed in the description
of π-π interactions. As we have just seen that the overall
performance of the methods is consistent for both π-π and
peptide backbone-aromatic side chain interactions; thus, by
choosing the proper method, we can trust that the description
of both types of intramolecular interactions is correct.

Table 3 collects the MUE, σ, and Max. obtained from the
comparison between single-point energies calculated on the
benchmark geometries (RI-MP2/cc-pVTZ) and those geom-
etries included in Table 1 aiming to study the possible
influence that the selection of different geometries may have
on the final energies. It can be seen that energies calculated
using methods covering reasonably well the dispersion
energy do not depend much on the geometry chosen for the
single-point energy calculations. However, larger differences
are found when the TPSS, B3LYP, or ff99 methods are
chosen. Interestingly, for these three particular cases, the
mean unsigned errors as well as the standard deviations and
the maximum error are smaller than those obtained from

single-point energies calculated on benchmark geometries,
suggesting that a cancellation of error occurs when the former
methods are used. Notice that, on one hand, TPSS and
B3LYP have the largest geometry deviations compared to
RI-MP2/cc-pVTZ geometries, which can have an impact on
single-point calculations. On the other hand, ff99 geometries
have a low RMSD, but force-field methods are known to be
extremely sensitive to changes in the geometry.

Insights into the Preferred Orientation of the
Phe Aromatic Side Chains

The FGF tripeptide is a system of multiconformational
character where various different types of noncovalent
intramolecular interactions are simultaneously present and
consequently the quantum chemical method to be used for
its study has to deal in a balanced manner with all of these
intramolecular forces at once. Thus, examining which
methodsapart from the very computationally expensive
CCSD(T)/CBSsgives the best results at the lowest compu-
tational cost is topical and interesting by itself and it
constitutes the main scope of this study. However, the study
of FGF can also provide interesting biological information.
Regarding this point, many different aspects can be analyzed,
for instance, the conformational preferences of the peptide
backbone or the interactionsvia multiple NH · · ·π interac-
tionssbetween the peptide backbone and the aromatic side
chains. For the present case, the orientation of the aromatic
side chains with respect to each other deserves special
attention. Our aim is to shed some light on the pureswithout
the influence of any other factor such as the neighbor residues
or hydrophobic effectssintramolecular aromatic-aromatic
interactions between the aromatic side chains of residues in
the hydrophobic core of globular proteins assuming, as
already commented on the introduction, that residues buried
in the hydrophobic core attain an environment similar to that
in the gas phase. Thus, the conclusions here obtained can
be extrapolated up to some point to the behavior of the
aromatic side chains of residues within the hydrophobic core
of a protein.

Looking at the 15 conformers collected in Figure 1, it is
possible to group all these structures into three different
categories according to the orientation of the aromatic side
chains with respect to each other, namely, (a) stacked, those
where the aromatic side chains are slipped parallel/parallel
to each other, i.e., FGF_02, FGF_06, and FGF_15; (b)
T-shaped, those where the aromatic side chains are in a
T-shaped disposition, i.e., FGF_05, FGF_08, FGF_11, and
FGF_13; and (c) others, those conformers do not matching
any of the criteria mentioned before. According to this
geometrical classification, it seems reasonable to conclude
then that neither the T-shaped nor the stacked orientations
are preferred by the Phe aromatic side chains. Indeed, the
number of conformers belonging to both families (three to
the first and four to the second) is almost the same. Moreover,
according to the data here collected, there is neither a clear
preference for the T-shaped family over the stacked or vice
versa. The most abundant conformers are those showing a
geometrical disposition favoring the maximum number of
intramolecular interactions, i.e., those geometries where the

Table 3. Mean Unsigned Error (MUE), Standard Deviation
(σ), and Maximum Mean Unsigned Error (Max.) Obtained
between the CCSD(T)/CBS Benchmark Energies (in
kcal/mol) and Single-Point Energies on the MP2/cc-pVTZ
Benchmark Geometries and Geometries Obtained at Each
Particular Method

methoda MUE σ Max.

TPSS/LP1//RI-MP2/cc-pVTZ 1.63 1.72 5.53
TPSS/LP1//TPSS/LP1 1.33 1.00 2.98
TPSS-D/LP1//RI-MP2/cc-pVTZ 0.95 0.51 1.63
TPSS-D/LP1//TPSS-D/LP1 1.12 0.52 1.88
B3LYP/6-31G*//RI-MP2/cc-pVTZ 1.81 1.43 5.35
B3LYP/6-31G*//B3LYP/6-31G* 1.25 1.06 3.19
M06-2X/MIDI!//RI-MP2/cc-pVTZ 0.55 0.44 1.41
M06-2X/MIDI!//M06-2X/MIDI! 0.54 0.38 1.31
M06-L/TZVP//RI-MP2-cc-pVTZ 0.44 0.37 1.28
M06-L/TZVP//M06-L/TZVP 0.44 0.39 1.29
SCC-DF-TB-D//RI-MP2/cc-pVTZ 0.51 0.39 1.21
SCC-DF-TB-D//SCC-DF-TB-D 0.51 0.32 1.05
ff99//RI-MP2/cc-pVTZ 1.84 1.55 5.42
ff99//ff99 1.03 0.70 2.54

a LP1 stands for the 6-311++G(3df,3pd) Pople basis set.
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maximum number of H-bonds and NH · · ·π and aromatic-
aromatic intramolecular interactions are acting together.

We have also calculated the Gibbs relative energies of each
particular conformer at T ) 300 K from TPSS-D/TZVPP
ab initio quantum chemical calculations assuming a rigid
rotor-harmonic oscillator-ideal gas approximation, since
we have already concluded for similar systems that this
procedure provides a reliable description of the free energy
surface (FES) in a vacuum.4 According to Gibbs relative
energies calculations, these same structures could be ordered
as follows (see Table S3 in the Supporting Information):
FGF_08 ∼ FGF_07 < FGF_04 < FGF_14 < FGF_06 <
FGF_09 < FGF_13 < FGF_12 < FGF_15 < FGF_02 <
FGF_03 < FGF_11 < FGF_01 < FGF_05. On the basis of
this order, it seems clear that stacked structures are not the
most energetically favored. This result may seem in contrast
with the work published by Schettino et al.,47 where it is
concluded that, in a hydrophobic environment, such as the
protein core, Phe-Phe systems show a slight preference for
stacking. However, it should be here explicitly mentioned
that these two studies are not straightforwardly comparable,
since the prototype systems used by Schettino et al. are
simpler than ours. Schettino et al. constructed the models
(complexes) for the Phe side chains from the corresponding
amino acids by removing the amino and carboxylic groups,
and consequently, this work does not take into account the
influence of the interactions between the backbone and the
aromatic side chains. However, from our study it is clearly
inferred that such interactions play a determining role in the
final orientation of the aromatic side chains. Indeed, the same
conclusion was implicitly obtained by Kollman et al.19 from
a study carried out using benzene and toluene dimers as
model systems of aromatic interactions in proteins. Since
results obtained with the different model systems were in
conflict, Kollman et al. concluded that very simple prototypes
hardly model the Phe side chains behavior in proteins. Also
interesting is that the structure of the Ac-Phe-Phe-NH2 system
characterized by means of IR/UV double resonance spec-
troscopy in the gas phase48 is, as in the case of the FGF
peptide, a T-shaped structure.

Summary and Conclusions

Aromatic side chains of proteins often participate in π-π
interactions. Studying π-π interactions in proteins by means
of quantum chemical calculations imposes a restriction on
the size of the protein model system to be considered. Too
large systems are simply unaffordable from a computational
point of view, whereas too small model systems may not be
realistic enough and may skip some relevant information,
as for instance the geometrical restrictions imposed by the
peptide backbone. At the same time, the size of the prototype
model influences the level of the quantum chemical calcula-
tion. Parallelly, studying model systems of aromatic-aromatic
interactions in proteins by quantum chemistry requires the
proper treatment of the dispersion energy, which necessarily
implies the usage of high-level quantum chemical methods.
A satisfactory solution would be then to follow a protocol
of calculation that could combine both requirements. In this
respect we have shown that geometries optimized at any of

the levels of theory here employedsexcept from B3LYP/
6-31G* and TPSS/6-311++G(3df,3pd)sare similar to the
RI-MP2/cc-pVTZ geometries (here considered as the bench-
mark). Particularly, geometries obtained at the SCC-DF-
TB-D level of theory are recommended as input geometries
for the energy calculations, specially when larger systems
are to be calculated.

Energy calculations should never be done using a standard
DFT functional that has not been augmented by dispersion
or has not been specifically parametrized to cover dispersion
energy. These methods also fail in the prediction of the global
minimum in the PES. If the size of the system studied is
large, then SCC-DF-TB-D or any of the Truhlar functional’s
here tested should be enough. Otherwise, the final and
reliable order of the multiple conformers existing on the
potential energy surface of any peptide should be obtained
from high-level quantum chemical methods, particularly
SCS-MP2 or SCS(MI)-MP2. A necessary condition, which
simultaneously deals with the intramolecular basis set
superposition error, is the extrapolation of the basis set to
the complete basis set limit. Special attention should be paid
when selecting the structures according to a specific inter-
val, since TPSS/6-311++G(3df,3pd), B3LYP/6-311++G-
(3df,3pd), PBE-D/TZVP, f99 data, and TPSS-D/6-311++G-
(3df,3pd) give larger intervals than the remaining methods.

Since the FGF is mainly stabilized by π-π and H-bond
intramolecular interactions, comparing the data obtained at
different levels of theory with the benchmark data implicitly
tests which method is capable of providing a balanced and
accurate treatment of these intramolecular interactions. We
have shown that the TPSS-D/6-311++G(3df,3pd), SCC-DF-
TB-D, PBE-D/TZVP, and BH&H/6-311++G(d,p), in this
order, overstabilize those conformers having an OH · · ·OdC
intramolecular H-bond.

All the above-mentioned conclusions are in agreement with
those obtained after a similar study performed on isolated
peptides as model systems of NH · · ·π interaction in proteins.
This implies that we can combine the results obtained from
these two reductionist approaches to obtain a more general
overview on the noncovalent interactions occurring in the
hydrophobic core of a protein.

FGF is a realistic model system of aromatic-aromatic side
chain interactions of adjacent residues along a protein
sequence, and consequently, plenty of biological information
can be obtained from its study and further used to shed some
light on the protein folding process. From the very many
structural aspects that can be analyzed, we have focused on
the preferred orientation of the aromatic side chains with
respect to each other. We have shown that neither the
T-shaped nor the stacked orientations are favored. Indeed,
for the vast majority of conformers, aromatic side chains
adopt a geometrical disposition that favors the maximum
number of noncovalent intramolecular interactions.

Benchmark data have been included in the Benchmark
Energy & Geometry Database (BEGDB) (http://www.begdb.
com/), which aims to provide benchmarks for the testing of
many other methods.
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Abstract: We evaluate the accuracy of density functional theory quantum calculations of
biomolecular subsystems using a simple electrostatic embedding scheme. Our scheme is based
on dividing the system of interest into a primary and secondary subsystem. A finite difference
discretization of the Kohn-Sham equations is used for the primary subsystem, while its
electrostatic environment is modeled with a simple one-electron potential. Force-field atomic
partial charges are used to generate smeared Gaussian charge densities and to model the
secondary subsystem. We illustrate the utility of this approach with calculations of truncated
dipeptide chains. We analyze quantitatively the accuracy of this approach by calculating atomic
forces and comparing results with full QM calculations. The impact of the choice made in
terminating dangling bonds at the frontier of the QM region is also investigated.

1. Introduction

Enzymes are the most proficient catalyst known. They are
able to accelerate reactions that take as long as 78 million
years to 26 ms under ambient conditions corresponding to a
rate enhancement of 1017. How enzymes are able to lower
the reaction energy barrier is still being debated and a highly
active area of study (see for example refs 1-4). Quantum
mechanical calculations of the solvated enzyme with reactant
would show how the energy barrier is being lowered, but
even with modern computers this type of calculation is
prohibitive. Most quantum mechanical studies of enzymes
use a model system of the active site, typically a few residue
side chains and reactant, in the gas phase or with a continuum
solvent (see for example refs 5 and 6). Although these
calculations can provide useful insights, they do not take
into account the heterogeneous nature of an enzyme active
site which usually provides a significant contribution in

lowering a reaction’s activation barrier or the role dynamics
can play in catalysis.7,8

Proteins are composed of amino acids linked into a linear
sequence by amide bonds, also known as peptide bonds,
between the amino group of one amino acid and the carboxyl
group of the next amino acid. The side chains of the amino
acids are diverse and can be polar or nonpolar, acidic or
basic, and aromatic or aliphatic. They are capable of carrying
a net electrical charge depending on the nature of the
surrounding environment. These charges generate long-range
Coulomb potentials which affect the electronic structure tens
of angstroms away. In modeling an environment made of
proteins and water, Coulomb effects will dominate long-
range interactions and can influence the active site of a
protein.

Because of the very high computational cost of quantum
calculations, modeling protein systems at the quantum
mechanical level is restricted to rather small systems. While
the active site, where a quantum description is required to
describe the chemical reaction, is often not very large, a
realistic environment surrounding that region is necessary
if one hopes to attain useful information out of a small active
site calculation.8 Frequently, the active site is within the
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whole protein such that isolating the active site for a quantum
calculations (also called primary subsystem) would involve
“cutting” the active site from the remaining part of the
protein. It is very likely that covalent bonds will need to be
cut. A common method to create the isolated active site is
to cut the covalent bonds between the active site and the
“environment” (also called the secondary subsystem) and
terminate these covalent bonds in the primary subsystem with
hydrogens (link atoms) to satisfy valency.

Combined quantum mechanics/molecular mechanics (QM/
MM) approaches have become widely used (see for example
refs 9 and 10 for recent reviews) for modeling chemical
reactions in large protein systems. They allow the simulation
of a large effective system using quantum modeling for only
a small subsystem, the active site, while the rest of the system
is treated using a classical force field approach. Past studies
using these methods were limited in the size of the QM
region and utilized semiempirical Hamiltonians such as AM1
or PM3. More recently, the self-consistent-charge density
functional tight-binding method is gaining popularity for
biological QM/MM studies.11 However, all these methods
still face serious technical difficulties in describing the
interface between the QM and the MM regions when
covalent bonds have to be cut, which is often the case in
biochemical applications. These QM/MM methods also
require coupling of two completely different models which
leads to very complex simulation codes or codes coupling.

In this paper, we evaluate the accuracy of a simpler model,
which avoids the whole MM force-field bonded and van der
Waals interactions machinery, and is easy to implement in
a QM code. We investigate the quantitative effect of
electrostatically embedding a QM subsystem into a classical
biomolecular mechanics system simulation. The QM com-
putation for the active site is carried out in the presence of
a simple one-electron potential describing the electrostatic
interaction with the atoms of the secondary subsystem which
accounts for the influence of the protein environment. In our
approach, the partial point charges associated to the second-
ary subsystem in a force field model are used to build
smeared Gaussian charge distributions which are then used
to compute an effective electrostatic potential. Such a model
obviously leads to inaccurate forces for QM atoms at the
boundary of the primary subsystem where bonded interac-
tions with MM atoms would dominate, and the coordinates
of these atoms should be frozen in a molecular dynamics
simulation. We focus however on the accuracy of forces
deeper inside the QM region, at the active site of interest. A
similar study was carried out by Solt et al.12 in a full QM/
MM framework where they attempt to assess in a systematic
manner simulation errors at the center of the QM region as
a function of the size of that region. They showed that even
with a full MM coupling, there are significant errors in the
forces affecting atoms near the edge of the QM region.

By reducing the secondary subsystem to a simple electrostatic
environment, the interaction between primary and secondary
subsystems is greatly simplified. In particular this scheme avoids
the introduction of additional parameters necessary for MM
calculations such as the van der Waals interaction. While the
dominance of the electrostatic effects is widely recognized

in modeling a biomolecular environment, a direct accuracy
comparison with respect to a fully QM approach is rarely
found in the scientific literature. Also, partial atomic charges
are typically parametrized and static for MM calculations,
and the use of those for the purpose of QM embedding needs
to be validated.

To address the difficulty of cutting and terminating the
boundary region between the active site and the remaining
protein, we evaluate the quality of various schemes to
partition a protein system into a primary and secondary
subsystem. We adopt the commonly used link-atom
scheme,13 saturating cut dangling bonds at the QM boundary
with a hydrogen atom. While there are no definitive rules
about how to partition a biomolecular systems into QM and
MM parts, some bonds are better candidates than other bonds
for cutting and capping with a link atom. Since capping
atoms are usually H atoms (or pseudo H atoms) that form a
σ bond with the QM system, the most favorable bonds to
cut are bonds with the similar characteristics.13 We will
discuss and numerically evaluate the accuracy of cutting
covalent bonds at various locations near the amide moiety
in the protein backbone.

The purpose of this paper is to validate this simple
electrostatic embedding approach by a quantitative evaluation
of the perturbation introduced on a quantum mechanical
subsystem of interest when part of it is replaced by a one-
electron potential. Since our goal is in molecular dynamics
simulations of the QM system, we focus on the accuracy of
QM atomic forces away from the QM boundary when
peptide bonds are cut and the secondary subsystem is
modeled as an electrostatic potential. We study small systems
such as dipeptides for which we can carry out a full reference
QM calculation. We also pay particular attention to the
problem of finding the optimal location to cut covalent bonds.
This provides an assessment of the accuracy of the scheme
we use to construct the one-electron potential describing the
electrostatic environment, as well as a quantitative compari-
son between various link-atom schemes used to cut and
terminate covalent bonds.

2. Computational Methods

We use density functional theory (DFT) as the QM model.
While DFT has known deficiencies, in particular, to properly
describe intermolecular interactions, especially van der Waals
forces, it is currently one the most suitable quantum
approaches for large scale electronic structure calculations
in chemistry and solid-state physics (see for example ref 14).

QM calculations were carried out using a pseudopotential
finite difference approach for discretizing the Kohn-Sham
equations. Electronic wave functions, potentials, and the
electronic density were described by their values at each grid
point of a uniform real-space mesh covering the computa-
tional domain, and a fourth-order finite difference scheme
is used to evaluate the Laplacian in the Hamiltonian
operator.15,16 Exchange and correlation were modeled using
the PBE functional.17 We used norm-conserving pseudopo-
tentials expressed in a Kleinman-Bylander form.18 We
assumed that we have a globally neutral periodic system and
use periodic boundary conditions.
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One advantage of such a QM approach is the lack of basis
set superposition error often present in LCAO approaches.
It allows us in particular to easily assess the accuracy of our
model by comparing full QM calculations with subsystems
simulations. The DFT real-space finite difference approach
is also very adequate for parallelism and can scale on a large
number of processors,15 thus enabling calculations with a
relatively large quantum region. For large systems, linear
scaling can be achieved using a localized representation of
the occupied Kohn-Sham orbitals subspace.16,19 Note that
Takahashi et al.20 have used such an approach previously
for QM/MM calculations of molecules in solution.

For the molecular systems in which we are interested, we
extracted a subsystem and treated this subsystem at the
quantum mechanical level. This requires properly terminating
all the covalent bonds cut during the extraction and also
appropriately modeling the atoms outside the QM boundary.
Cutting out peptide chains was done at various locations
along the chain. A few possible choices were evaluated and
are described in the next section.

To model the part of the system not included in the QM
simulation, we used a simple electrostatic embedding. We
employed the partial charges associated to each atom in a
classical force field approach.21 In several classical force
fields, atoms belong to a charge group of total charge -1,
0, or 1. To avoid overlap between QM link atoms and MM
charges, we excluded charge groups that overlap with link
atoms.22-24 Only charge groups that were fully cut out of
the QM region and did not overlap with the termini were
included in the list of charges used to generate the electro-
static potential. That usually meant excluding charges from
neutral CHNH groups (backbone R carbon+hydrogen and
amide nitrogen+hydrogen) immediately connected to a cut
peptide bond. One special case was the glycine residue where
the “core” charge group also includes an additional H atom
(the side chain).

Instead of directly using the point charges associated to
atoms outside the QM region, we used smeared charges. For
each atom a contributing to the electrostatic potential, we
associated a Gaussian charge distribution

where Za is the classical force field partial charge of the atom,
Ra is its position, and ra is a radius associated to each atomic
species. Values close to the covalent radii can be typically
used for that purpose. We used the values listed in Table 1.

Such charge smearing has been used previously, in
particular for charges close to the QM boundary in order to
soften the interaction between atoms that are separated by

only a short distance.25,26 Indeed, at short distance, the
validity of a point charge representation is questionable. In
the context of this paper, as well as in a plane wave
approach,27 such a smearing is a convenient way of generat-
ing a charge density and a resulting Coulomb potential
representable on a uniform mesh.

A total charge density associated with the atoms in the
secondary subsystem was computed by summing up all these
Gaussian charges

This total charge density was evaluated at every grid point
of the real-space mesh used in the quantum calculation. The
resulting Coulomb potential was calculated by solving the
Poisson problem

with periodic boundary conditions, by discretizing the
Poisson equation on the real-space mesh, the same used for
electronic wave functions, by finite differences and solving
the resulting linear system by the multigrid method.28 Note
that even if Fext may not correspond to a neutral charge, we
assume that the sum Fext + F, where F is the charge density
of the QM part, is charge neutral. Thus, one can solve eq 3
for the whole system to get the total electrostatic potential
without difficulties related to periodic boundary conditions
by adding a uniform neutralizing background charge to Fext

and subtracting it from F in the QM calculation. Vext was
computed only once at the beginning of the calculation and
added to the Kohn-Sham potential in the QM calculation.

Since our goal is in performing molecular dynamics for
the QM system, we focus in the next section on force
calculations and compare forces computed in truncated
systems in reference to full QM calculations. Because we
did not include MM atoms, we are obviously missing
important forces between atoms linked by covalent bonds
at the QM frontier. To address this problem in a molecular
dynamics or geometry optimization context, the coordinates
of some atoms at the QM frontier should be frozen so that
these erroneous forces would not be active.

As is the case when solving the Kohn-Sham equations
with a plane wave basis, the electronic wave functions in a
real-space finite difference method are in general not
restricted to be local in space. As pointed out in Laio et al.,27

carrying out such a computation in an external Coulomb
potential due to MM charges can potentially lead to the so-
called electron spill-out effect. While one must be aware of
this issue, the calculations reported in this paper using the
parameters tabulated in Table 1 showed no measurable
evidence of this phenomena.

3. Dipeptide Studies

Ferre et al. showed that it is very difficult to apply the link-
atom scheme when cutting amide bonds, such as peptide
bonds in a protein.29 To investigate various cutting proce-
dures, we first quantitatively evaluate the effect of cutting
and terminating a dipeptide with no net charge (Ala-Gly).

Table 1. Radii Used To Generate Gaussian Charge
Distributions

species ra (Å)

H 0.40
C 0.73
N 0.71
O 0.80

Fa(r) ) Za
e-(r - Ra)2/ra

2

π3/2ra
3

(1)

Fext(r) ) ∑
a

Fa(r) (2)

-∇2Vext(r) ) 4πFext(r) (3)
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To measure the effects of the Coulomb potential associated
to partial charges of atoms cut out of the QM subsystem,
we next study dipeptides with net charges (Arg-Asp).

3.1. Alanine-Glycine. We consider the dipeptide H-Ala-
Gly-H (Figure 1). In this form (with the H-termini), the
compound is stable in gas phase and is charge neutral. We
evaluate the effect of cutting the alanine out of the QM
calculation. More precisely, we evaluate the atomic forces
on the glycine peptide atoms after cutting out the alanine
residue while properly terminating the cut peptide bond and
compare these forces with those computed for the full QM
system. We compare the results using the termini T ) H
and T ) NH2. Note that a NH2 termini is equivalent to cutting
the peptide chain one bond away from the peptide bond and
capping the dangling bond with a H termini. We also look
at the quantitative effect of including the Coulomb potential
associated to the atoms cut out. The Coulomb potential does
not include the charges of the CHNH group removed since
some of the atoms would overlap with the termini.

Figure 2 shows the error introduced on the forces when
cutting out part of the QM system (the Ala residue). For all
the atoms in the glycine part, the error is shown as a function
of their distance to the (removed) alanine atoms. Numerical

results show that the most important aspect of the cut is to
properly terminate the cut peptide bond using an NH2 group
instead of a simple atom. In comparison, the effect of
including the electrostatic field due to the partial charges of
the removed atoms is very small. This is due to the fact that
the peptide bond is not as simple as the C-H bond. The
peptide bond has two resonance forms which confers partial
double character. Analyzing the electronic structure of the
NH2- and H-terminated glycine using maximally localized
Wannier functions,30 one can see the different orbital
character from the resulting two termini. The NH2-terminated
glycine has Wannier function centers that overlap those
Wannier function centers of the full system (Figure 3, left).
The terminated glycine, on the other hand, has a bond-
centered Wannier function center compared to the two off-
bond Wannier function centers of the full system (Figure 3,
right). This confirms the observation by Ferre et al.29 that a

Figure 1. Left: Dipeptide Ala-Gly and the corresponding charge groups (denoted by solid contours). Right: glycine and charges
substituted for alanine.

Figure 2. Absolute error on atomic forces in the glycine
residue when removing alanine. The lines indicate exponential
fits for cases with smallest error (in vacuo opt NH2-term with
Ala Charges) and largest error (H-term with Ala charges). The
average errors are 9.7, 2.0, 9.7, 7.2, and 2.1 kcal/mol ·Å for
the five sets of plotted data. The first data points on the left
correspond to the carbon atom of alanine bonded to the
termini. The next three data points correspond to the oxygen,
the CR of Gly, and a hydrogen atom bonded to the CR.

Figure 3. Centers of maximally localized Wannier functions
near the peptide bond in Ala-Gly: full QM dipeptide calculation
result (black balls) compared with the glycine calculation with
NH2 (left) and H (right) termini (yellow balls). The C-N-C
sequence shown correspond to the C-N peptide bond
(glycine on right) followed by the CR of alanine (removed in
truncated system).

Figure 4. Dipeptide Arg-Asp and constituting charge groups.
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cut peptide bond capped with a simple H terminus is not a
suitable approach.

Another interesting result is that optimizing the geometry
of the termini in the electrostatic field leads to worse
geometry than optimizing in vacuo because the short distance
between the termini and the Gaussian charges modeling the
environment results in much too strong a coupling. Thus,
optimization of termini will be done in vacuo for the test
systems presented in the rest of this paper, and bond cuts
will be chosen one bond away from the peptide bonds.

3.2. Arginine-Aspartate. We now consider peptides with
net electrical charges, both at their termini and in the side
chain. We start with the zwitterionic Arg-Asp dipeptide (see
Figure 4) solvated in water. The atomic configuration was
taken from a snapshot of a classical molecular dynamics
simulation. To define the reference system, we first replace
the water molecules (solvent) by the Coulomb potential
resulting from their partial charges according to the procedure
described in Section 2. This potential is sufficiently good to
have a stable quantum system made of a dipeptide with net
local charges. A DFT calculation is carried out and atomic
forces are computed for the whole QM system. We verify
that each maximally localized Wannier center for this system
closely matches the corresponding centers of the system
solvated in water within 0.025 Å accuracy. Next, we cut out
one of the two residues and replace it with the Coulomb
potential resulting from the partial charges associated to the
atoms we have removed according to the procedure described
in Section 2.

We began by removing Asp from the QM region (see
Figure 5). The Arg residue remains intact with a net charge
of +2, while the Asp is replaced by an NH2 terminus and a
Gaussian charge distribution. The NH2 terminus is equivalent
to a cut one bond away from the peptide bond capped with
a H atom. The geometry of the NH2 terminus is optimized
without the electrostatic field generated by Asp charges,
according to the observation made in Section 3.1. Then, the
Coulomb potential of the Asp charges minus the CHNH
group, which overlaps with the terminus, is turned on (net
charge -2). DFT forces were evaluated and compared with
the reference calculation for the full dipeptide. Additionally,
the DFT forces were compared to the result obtained when
ignoring the Coulomb potential due to Asp charges (see
Figure 6). The inclusion of the Coulomb potential represents

Figure 5. Truncated Arg-Asp dipeptide. Left: Arg peptide after removing Asp and replacing it with an NH2 terminus. Right: Asp
peptide after removing Arg and substituting a H terminus for the dangling NH group.

Figure 6. Absolute error on atomic forces on remaining atoms in Arg-Asp when removing Asp (Left) or Arg (right), as a function
of distance from the closest atom in the removed peptide. The lines indicate exponential fits for each set of results.

Figure 7. Dipeptide Asp-Arg and constitutive charge groups.
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a clear improvement over its deletion. The error is reduced
from 5.1 to 1.6 kcal/mol ·Å on average, and the trend shows
an even larger improvement for atoms further away from
the QM boundary. Not surprisingly, the error due to missing
bonded forces dominate near the termini, while the Coulomb
effect is longer range. We also conclude that the error on
forces decays quickly and is within a tolerable accuracy about
3.5 Å away from the removed atoms. For comparison,
geometry optimization algorithms for quantum systems
typically use tolerance of the order of 5 × 10-4 au. (0.6 kcal/
mol ·Å).

We also carry out the same study for the case where Arg
is removed and Asp is treated at the QM level. The cut is
made inside Asp where the NH terminal group is replaced
by a single H (see Figure 5). Again, we see a clear
improvement when including the Coulomb potential associ-
ated to the Arg charges (Figure 6). The error is reduced from
11.9 to 6.1 kcal/mol ·Å on average, but the trend shows a
larger improvement for atoms further away from the QM
boundary. Error is reduced by a factor 10 at a distance 6.5
Å from the closest Asp atom.

3.3. Aspartate-Arginine. We now consider the same
peptide chain, but in reverse order, that is Asp on the left
with a NH3

+ terminus and Arg on the right with a COO-

terminus. In this case both residues have no net charge
because their respective terminus neutralizes their charge.
We have, however, on both sides a large dipole due to two
groups with net charges compensating for each other (see

Figure 7). The same study as in the previous section is carried
out for this system. Cut-out systems are shown in Figure 8.
Numerical accuracy of forces is plotted in Figure 9. While
no net charge is cut out this time, the importance of including
the long-range Coulomb effect of the removed atoms
remains. Inclusion of Coulomb charges from removed atoms
reduces the error from 6.7 to 4.4 kcal/mol ·Å for the first
system, and from 4.9 to 2.9 kcal/mol ·Å for the second one.
Again, we see that the error is dominated by missing bonded
forces close to the QM boundary, while taking into account
long-range Coulomb effects allows us to significantly reduce
the error away from the boundary.

4. Conclusion

In this paper we have presented an electrostatic embedding
methodology for reducing QM calculations of protein
systems to a small QM subsystem. The approach can be
decomposed to five points: (1) cut and properly terminate
peptide bonds, (2) optimize the termini atoms for the resulting
QM system, (3) make a list of removed atoms, excluding
those in charge groups overlapping with QM system, (4)
associate each of these atoms to a Gaussian charge distribu-
tion, of charge equivalent to partial charges associated in a
classical force field, (5) compute Coulomb potential associ-
ated to the sum of these charge distributions and use it as an
external potential for QM calculation.

Figure 8. Truncated Asp-Arg dipeptide. Left: NH2-terminated Asp residue after removing Arg. Right: Terminated Arg peptide
after removing Asp.

Figure 9. Absolute error on atomic forces on remaining atoms in Asp-Arg when cutting out Arg (Left) or Asp (right), as a
function of distance from the closest atom in cut-out peptide. The lines indicate exponential fits for each set of results.
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We found that the following scheme was appropriate to
cut peptide bonds between the QM inside “in” region and
the outside “out” region: a peptide bond “in-CO-NH-out”
is cut and terminated as “in-CO-NH2”, while the peptide
bond “in-NH-CO-out” is terminated as ”in-H. This scheme
leads to much more accurate results than a simple cut of the
peptide bond capped with a H link atom.

Our quantitative results show that the inclusion of the
Coulomb potentials resulting from partial charges of atoms
cut out of the primary system improves systematically and
dramatically the accuracy of the calculated forces inside the
QM region compared to an “in vacuo” environment. Specif-
ically, we observe that forces on QM atoms 3.5 Å or further
away from the QM boundary are quite accurate when using
this procedure.

The present study shows that with a good electrostatic
embedding model, QM atoms two to three bonds away from
the QM boundary experience forces very close to those they
would experience in a full QM calculation. This suggests
that a simple electrostatic embedding model such as the one
described in this paper is appropriate to simulate the
environment for quantum biomolecular subsystems. When
mechanical coupling with MM atoms is not included in the
calculation, one can freeze the atomic coordinates of a “shell”
of quantum atoms at the frontier of the quantum region. The
resulting quantum subsystem is thus mechanically con-
strained at its boundary and embedded in a long-range
external electrostatic potential, mimicking the surrounding
protein.

As mentioned in Section 2, a generalized gradient ap-
proximation (GGA) was used to model DFT exchange and
correlation in our quantum calculations (PBE functional17).
The methodology presented in this paper for dealing with
long electrostatic effects and environment modeling is
however not limited to this functional, and recent (and future)
progress toward better functionals could be incorporated into
the quantum modeling to improve the level of theory. In
particular, biological systems such as those considered in
this paper could benefit from a better treatment of dispersion
energy using for instance a van der Waals density func-
tional.31 Hybrid-GGA such as B3LYP,32 based on exact-
exchange energy terms, are also quite popular in quantum
modeling of biomolecular systems. While exact-exchange
is not as straightforward to implement in a real-space finite
difference context as it is for a Gaussian basis set, recent
progress in the field has shown that it is now possible to
incorporate and use such functionals in a plane waves code.33

Even if exact-exchange in this context is computationally
quite expensive compared to local density or generalized
gradient approximations, the methodology described in ref
33 is directly applicable to a real-space finite difference
approach and should be considered as a possible future
research direction.
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Abstract: A theoretical study of two series of small clusters, Si3On
- and Si6On

- (n ) 1-6), has
been carried out. The minimum energy structures were produced adding an electron to neutral
species followed by relaxation at the B3LYP-6-311G(2d) level. The vertical ionization energies
(VIEs) were computed using the electron propagator theory (EPT) in two approximations,
Unrestricted Outer Valence Green Functions (UOVGF) and partial third-order approximation
(P3). In the series Si3On

- the theoretical VIEs of the minimum energy structures agree well with
experimental data. For the second series there are not experimental VIEs, and the theoretical
results are predictions. The performance of EPT methodologies in conjunction with all-electron
or pseudopotentials (PP) calculations is analyzed. The conjunction of P3 and PP approximation
proves to be the most efficient and economical methodology to calculate the VIEs of small anionic
silicon oxide clusters. In the series Si6On

- different channels of fragmentation have been
calculated. The results suggest that the fragments do not have drastic geometric changes and
the anionic fragment corresponds to the atoms where the spin density of the initial large cluster
is localized. The Fukui function calculated over selected optimized fragments predicts adequately
the interaction between them to form large stable clusters.

I. Introduction

In the past years it has been recognized that complex
molecules and atomic clusters (ACs) often possess unique
properties, which make them interesting objects of research.
The unique properties of ACs are intimately related to its
geometric and electronic structure. Therefore, a deep under-
standing of these properties can be essential for various
practical applications including the design and formation of
new nanostructures as well as the understanding of funda-

mental issues, such as functioning of quantum and thermo-
dynamic laws (for a review, see refs1-5). The understanding
of the principles of assembly and functioning of complex
systems like nanoclusters is an open research field, and there
is a large number of experimental and theoretical works that
approach these problems from different perspectives.1-5

Even though experimentally accessible quantities are often
highly sensitive to cluster structures, there is not a general
experimental method for determining such cluster structures.
Therefore, detailed theoretical analysis in conjunction with
the experimental results is necessary to determine them. In
this context, photoelectron spectroscopy (PES) combined
with theoretical calculations is one of the most powerful
techniques to assign the geometric and electronic structures
of clusters. The photoelectron spectra provide information
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about the vertical ionization energies (VIEs) which are
directly related to the electronic structure of the system and
consequently with its geometric structure, which is generally
the global minimum on the corresponding potential energy
surfaces. Once the minimum energy structures have been
identified, the VIEs can be theoretically calculated and
compared with the experimental available data. In the past,
this was performed by molecular orbital calculations (MO)
and Koopmans’ theorem, where the ionization energy is
approximated as the negative of the one-electron MO
energy.6 Both correlated and uncorrelated orbital energies
respectively based on density functional and Hartree-Fock
methods may produce large errors in determining ionization
energies and in some cases even give an erroneous ordering
of the final electronic states7-9

A quasiparticle approximation in electron propagator
theory (EPT) is a good methodology to determine vertical
ionization energies which are comparable to experimental
data. The most used approximation of EPT, known as the
outer valence Green Function method, was developed by
Cederbaum and co-workers for closed shell systems
(ROVGF)8,9 and by Ortiz and co-workers for open shell
systems (UOVGF).10-12 An efficient approximation to them,
the partial third-order approximation, P3, was also developed
by Ortiz et al.13,14

Silica is one of the most abundant materials on earth.15

Its nanoparticles are an interesting object of study because
of their importance in technological applications such as
microelectronics, optics, glass manufacture, catalysis support,
and fiber-optic communications.16,17 Recently, it has been
experimentally proved that silicon oxide clusters have a
fundamental role in the growth of silicon nanowires.18 In
this context, the study of small clusters based on silicon and
oxygen atoms is an interesting research field which is
supported by a large number of experimental and theoretical
publications.19-30

The present work focuses on applying different theoretical
methodologies in the study of two sets of small anionic
silicon oxide clusters, Si3On

- and Si6On
- (n ) 1-6). These

clusters have been chosen because they involve two series
of oxidized silicon clusters where, as the number of oxygen
atoms increases, they evolve from silicon rich clusters to
oxygen rich clusters for the first set and to 1:1 (silicon and
oxygen relation) clusters for the second set. For the series
Si3On

-, experimentally well resolved photoelectron spectra18

will be used to evaluate the capability of EPT based
methodologies, UOVGF,10-12 and partial third-order ap-
proximation (P3)13,14 to yield accurate results. For the series
Si6On

- a theoretical study30 about the global minimum will
be also used to compare with our results.

In section III, the results are reported in a sequential way.
First, we verified the minimum energy structures as reported
in previous studies.30 Then, we calculated the VIEs of the
more stable isomers by means of the EPT methodologies.
Theoretical assignment of the experimental photoelectron
spectra was only possible for the first set of clusters, whereas
in the second set the calculations are only predictive due to
the absence of experimental data to compare with. In the
second series of clusters (Si6On

-) the minimum energy

fragmentation channels were evaluated. Finally, we studied
the formation of the largest clusters (Si6On

-) from the
interaction of the stabilized fragments. As predictor of the
most probable interacting region we used condensed in atoms
Fukui functions.

II. Methodologies

A. Anionic Structures. In order to determine the most
stable isomers of Si3On

- and Si6On
- we employed the neutral

structures taken from refs 20 and 29. For both sets of clusters
we produced the anionic states adding one electron to each
stable neutral isomer followed by B3LYP31/6-311G(2d)32,33

relaxation to their corresponding local anionic minima.
B. Electron Propagator. Two approximated electron

propagator methods have been applied to the VIEs predic-
tions: the unrestricted outer valence Green’s function
(UOVGF) approximation8,9,34 and the partial third-order
approximation (P3)13,14 which has clear computational
advantages over UOVGF methods. They are used in com-
bination with all-electron and pseudopotential (PP) calculations.

Whereas all-electron calculations employed the 6-311G-
(2d)32,33 basis sets, the Stuttgart pseudopotential for Si and
O was combined with its corresponding basis functions.35

Because the latter basis set does not contain diffuse and
polarization functions, it was augmented with the most
diffuse s and p functions and two contracted d-polarization
functions of Sadlej’s basis set.36 This augmented basis set
has already proven to be accurate enough for the calculation
of the dipole polarizabilities of neutral silicon clusters and
for VIEs calculations of small anionic silicon clusters.37

C. Local Reactivity Descriptor. The local reactivity
descriptor used in this work is the Fukui function which was
calculated by the finite difference approximation using atomic
charges as proposed by Yang and Mortier,38 fk

+ ) qk(m + 1)
- qk(m) and fk

- ) qk(m) - qk(m - 1), where fk
+ and fk

- are
the acceptor (electrophilic) and donor (nucleophilic) Fukui
functions condensed at atom k respectively, m is the total
electron number of the studied system, and qk(m), qk(m +
1), and qk(m - 1) are the atomic charges evaluated at the
atom k in the geometry of the studied system by adding 0,
1, and -1 electrons, respectively. The atomic charges were
obtained from two different methods, natural population
analisys (NPA)39-41 and ChelpG42 (CHG). The last one was
evaluated to include information about the possible electro-
static effects on the interactions.

All the calculations were done using the GAUSSIAN 03
package of programs.43 The pictures of the structures and
spin density isosurfaces were performed with the Molekel
4.3 visualization program.44

III. Results and Discussion

A. Search of the Minimum Energy Structures.
Si3On

- Clusters. It was found that in all cases the previously
reported structures20 for the neutral clusters are the most
stable ones. In the case of the Si3O3

- cluster the planar Cs

structure (see Figure 1-SI) was found as a local minimum
isomer which is 0.09 eV above the global minimum structure
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at the MP2/cc-pVTZ45,46 level, including the zero point
energy correction in the energy calculations.

Si6On
- Clusters. After exploring different isomers we

found some new structures with respect to those previously
reported by Zang et al.30 The clusters and the principal
structural data are reported in Figure 1. Two isoenergetic
Si6O- clusters were found, denoted as (a) and (b) in the
figure, which are not superposable mirror structures of the
same isomer. Zang et al.30 only reported the Si6O-(a) ground
state. Within our scheme the new Si6O4

- and Si6O6
-

structures with Cs symmetry are the global minimum. They
are 0.13 and 0.12 eV more stable (at the B3LYP/6-311G(2d)
level) than the other isomers, respectively.

Calculation of the VIEs Using UOVGF and P3
Methodologies. Tables 1 and 2 present results of the
theoretical calculation of the final state orbital assignments,
VIEs, and pole strengths (in parentheses) of the Si3On

- and
Si6On

- (n ) 1-6) clusters in comparison with other
theoretical predictions and experimental values. The expecta-
tion values of 〈S2〉 (total spin) for the reference Slater
determinant are less than 0.8 (see Table 1-S), and the pole
strengths are greater than 0.85 in all the studied systems.
These results validate the quality of the electron propagator
methods used in the present work to predict the VIEs.

Si3On
- Clusters. There is a good agreement between

UOVGF and P3 results. In the all-electron results the higher

Figure 1. Structures of the ground state for anionic Si6On
- (n ) 1-6) clusters obtained by adding one electron to these reported

in ref 29 and followed by B3LYP/6-311G(2d) local optimization. Absolute binding energies per atom (BE/atom) are in eV, based
on a Si atomic energy of -7847.211 eV, an anionic Si atomic energy -7847.193, and O atomic energy of -2038.703 eV (BE
) E(Si6On

-) - 5E(Si) - E(Si-) - nE(O2/2)). The new minimal structures found in this work are enclosed in frames.
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differences are of the order of 0.4 eV between the two
approximations (UOVGF and P3), and in all cases, with the
exception of Si3O-, the VIEs-UOVGF are higher than their
respective P3 values. The pseudopotential (PP) results in both
approximations (UOVGF and P3) are higher than the all-
electron ones, and they are closer to the experimental values.
We compared our theoretical estimations with the high values

of each band in the experimental spectra.20 The UOVGF/
PP results reproduce better the experimental values, but in
general P3/PP seems to be an adequate methodology in
predictions of VIEs. These results could be extrapolated to
the study of larger silicon oxides clusters with the most
economical methodology tested in this work. The last column
of Table 1 shows the results obtained using finite difference

Table 1. Comparison of Experimental and Pseudopotential Calculations of Vertical Electron Detachment Energies (VEDEs)
in eV for the Si3On

- (n ) 1-6) Seriesc

all-electron pseudopotential

system initial state final state orbital 6-311G(2d) UOVGF(p)a P36-311G(2d) (p)a UOVGF(p)a P3(p)a experimentb ∆E(Eν+1-Eν)
3B2 5a1 2.67(0.89) 2.68(0.88) 2.91(0.88) 2.79(0.88) 3.1

Si3O- 2B2
1A2 2b1 2.41(0.89) 2.50(0.88) 2.62(0.88) 2.59(0.88) 2.6
3A2 2b1 2.25(0.90) 2.34(0.89) 2.46(0.89) 2.43(0.88) 2.5
1A1 3b2 1.58(0.89) 1.65(0.88) 1.79(0.88) 1.73(0.87) 1.96(0.06) 1.87
3B1 5a1 4.90(0.89) 4.73(0.89) 5.15(0.88) 4.83(0.89)

Si3O2
- 2B1

1A1 2b1 1.99(0.91) 1.94(0.91) 2.23(0.90) 2.07(0.90) 2.2
1B1 6a1 1.97(0.89) 1.81(0.89) 2.20(0.88) 1.94(0.89) 2.1
3B1 6a1 1.74(0.89) 1.60(0.89) 1.98(0.88) 1.73(0.88) 2.03(0.06) 1.83
1A′′ 6a′′ 4.15(0.87) 3.92(0.87) 4.40(0.86) 4.02(0.86) 4.2

Si3O3
- 2A′ 3A′ 9a′ 3.79(0.86) 3.62(0.87) 4.0(0.86) 3.68(0.86) 3.9

3A′′ 6a′′ 3.71(0.85) 3.49(0.85) 3.94(0.84) 3.60(0.85) 3.8
1A′ 10a′ 1.23(0.91) 1.17(0.91) 1.46(0.90) 1.28(0.91) 1.50(0.10) 1.54
3B2 7a1 6.50(0.91) 6.42(0.91) 6.71(0.91) 6.52(0.91)

Si3O4
- 2B2

1B2 8a1 5.07(0.87) 4.88(0.87) 5.36(0.86) 5.02(0.86)
3B2 8a1 4.32(0.90) 4.11(0.90) 4.59(0.89) 4.27(0.89) 4.4
1A1 5b2 0.98(0.93) 0.88(0.93) 1.21(0.92) 1.03(0.93) 1.055(0.050) 1.07
1A′′ 7a′′ 5.87(0.93) 5.48(0.91) 6.38(0.94) 5.66(0.91)

Si3O5
- 2A′ 3A′′ 7a′′ 5.76(0.94) 5.34(0.91) 6.25(0.94) 5.51(0.91)

3A′ 14a′ 5.67(0.93) 5.29(0.91) 6.20(0.93) 5.51 (091)
1A′ 15a′ 3.20(0.93) 3.27(0.92) 3.54(0.93) 3.45(0.92) 3.1(0.1) 3.11
1A′′ 8a′′ 6.36(0.93) 5.99(0.91) 6.85(0.94) 6.17(0.91)

Si3O6
- 2A′ 3A′′ 7a′′ 6.24(0.94) 5.85(0.92) 6.72(0.94) 6.02(0.91)

3A′ 16a′ 6.15(0.93) 5.80(0.91) 6.68(0.93) 6.02(0.91)
1A′ 17a′ 3.73(0.93) 3.85(0.92) 4.07(0.93) 4.03(0.92) >3.5 3.68

a Pole strengths. b Anion photoelectron spectra.20 c Theoretical predictions have been calculated with the OVGF approximation of electron
propagator theory using the 6-311G(2d) basis set.

Table 2. Pseudopotential Calculations of Vertical Electron Detachment Energies (VEDEs) in eV for the Si6On
- (n ) 1-6)

Seriesb

system initial state final state orbital
all-electron

6-311G(2d) UOVGF (p)a
pseudopotential

(p)a

Si6O- 2A 3A 14a 3.30(0.89) 3.57(0.87)
1A 15a 3.14(0.89) 3.37(0.87)
3A 15a 2.99(0.89) 3.22(0.87)
1A 16a 2.67(0.89) 2.90(0.88)

Si6O2
- 2A1

1B2 5b2 3.55(0.88) 3.57(0.87)
3A2 2a2 3.4290.88) 3.55(0.87)
3B2 5b2 3.20(0.88) 3.27(0.87)
1A1 9a1 3.09(0.89) 3.11(0.88)

Si6O3
- 2A′′ 3A′′ 15a′ 3.61(0.88) 3.63(0.87)

1A′′ 16a′ 3.49(0.88) 3.53(0.87)
3A′′ 16a′ 3.31(0.88) 3.35(0.87)
1A′ 6a′′ 2.11(0.88) 2.18(0.87)

Si6O4
- 2A′′ 3A′′ 15a′ 3.80(0.88) 3.83(0.87)

1A′′ 16a′ 3.70(0.88) 3.79(0.87)
3A′′ 16a′ 3.54(0.89) 3.63(0.87)
1A′ 9a′′ 2.38(0.88) 2.48(0.87)

Si6O5
- 2A′′ 3A′′ 19a′ 3.17(0.89) 3.17(0.88)

1A′′ 18a′ 3.02(0.88) 3.01(0.88)
3A′′ 18a′ 2.82(0.88) 2.79(0.88)
1A′ 9a′′ 2.71(0.88) 2.76(0.87)

Si6O6
- 2A′′ 3A′′ 18a′ 4.73(0.89) 4.51(0.89)

1A′ 12a′′ 3.21(0.89) 3.17(0.90)
1A′′ 19a′ 3.15(0.91) 3.11(0.89)
3A′′ 19a′ 2.99(0.88) 2.91(0.88)

a Pole strengths. b Theoretical predictions have been calculated with the UOVGF approximation of electron propagator theory using the
6-311G(2d) basis set.
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approximations. It means that the vertical ionization energy
is calculated as the difference between the anion and the
neutral cluster at the geometry of the anion. The values
compare very well with the experimental ones and those
calculated using EPT (UOVGF and P3) methods. However,
in the finite difference approximation one needs to do two
calculations and obtains only the first transition.

In Si3O-, Si3O3
--Si3O6

-, the first vertical ionization energy
calculated by the electron propagator methodologies corre-
sponds to the ejection of the nonpaired electron to yield the
corresponding closed shell neutral species. On the contrary,
Si3O2

- presents a first ionization energy corresponding to
the transition toward the triplet state of the neutral cluster.
However, the transition to the singlet state is only 0.22 eV
higher in energy at the UOVGF/PP level of calculation. This
is in agreement with the discussion by Lai-Sheng Wang et
al.20 They used energy differences between the anionic
cluster and the singlet and triplet neutral ones (three
calculations) for their assignments.

The planar Cs, Si3O3
-, was found to be closer in energy

to the one of minimum energy (Part A of the discussion). In
order to evaluate the possible experimental evidence of this
cluster, we calculated its VIEs at UOVGF/PP approximation.
The calculated VIEs of the most external valence electrons
are R(4a′′) 1.05 eV, �(12a′) 4.02 eV, and �(11a′) 4.63 eV,

and the pole strengths values are between 0.85 and 0.91.
All the predicted VIEs are in the ranges of the peaks of the
Wang’s experimental spectra.20

Si6On
- Clusters. The VIEs calculated at UOVGF/all-

electron and P3/PP levels of theory are reported in Table 2.
The results obtained by all-electron and PP calculations show
the same systematic trend presented in the Si3On

- clusters,
and the P3/PP values are higher than their OVGF/all-electron
counterpart.

In the clusters Si6On
- (n ) 1-5) the first VIEs correspond,

from our calculations, to the ejection of the nonpaired
electron, giving as a result a closed shell neutral cluster. In
the case of the Si6O6

- the calculations show that the first
ionization gives as a result a neutral cluster in a triplet ground
state. In order to verify whether this open shell cluster is the
most stable, the geometry was relaxed to the minimum and
comparedwiththeneutralstructurereportedintheliterature.29,30

We optimized the system at the B3LYP/6311 g(2d) level,
which is displayed as N-t (N structure-triple spin state) in
Figure 2. We display in the same figure the most stable
structure for neutral Si6O6 (A), which is a singlet. The N-t
state is 0.911 eV less stable than isomer A, but 0.248 eV is
more stable than N-s, an isomer with the same geometry as
N-t but in the singlet state. In Figure 2 all energies are
referred as to structure A.

Diffuse functions are not included in the all-electron
UOVGF and P3 results, inclusions likely to lead to larger
electron binding energies, and, therefore, the pseudopotential
calculations which include diffuse functions give closer
agreement with the experimental data.

C. Study of the Fragments. Spin Density Localization.
The spin density isosurfaces show that the spin density is
mainly localized over the silicon atoms in the Si3On

- series
(Figure 2-SI) and over the silicon rich fragment in the Si6On

-

series. In the Si3O5
- and Si3O6

- clusters the spin density is
mainly localized over the terminal silicon atoms and their
surrounding oxygen atoms. These Si atoms have a sp3 like
hybridization which gives them an electronegative character.
This is in agreement with the high first vertical ionization
energy of these clusters. A relation of the spin density
localization and the value of the first ionization energy in

Figure 2. Structures of the most stable neutral Si6O6 (A)
reported in ref 29 and Si6O6 (N) obtained by subtracting one
electron to Si6O6

- and followed by B3LYP/6-311G(2d) opti-
mization. Singlet spin state is N-s and triplet spin state is N-t.
We report the relative energy of each cluster with respect to
structure A.

Table 3. Fragmentation Energies (FE) and Fragmentation Channels for the Most Stable Anion Si6On
- (n ) 1-6) Clusters

Obtained at the B3LYP/6-311G(2d) Level of Theory

Si6Om f SikOl
- + Si6-kOm-l FE (eV) Si6O4m f SikOl

- + Si6-kOm-l FE (eV)

Si6O- Si5- SiO 1.437 Si6O4
- Si3- Si3O4 1.989

Si4- Si2O 3.369 Si3O- Si3O3 2.471
Si3- Si3O 3.895 Si4O2

- Si2O2 3.043
Si5 SiO- 4.067 Si3O3

- Si3O 3.513
Si4 Si2O- 4.077 Si3O4

- Si3 3.587
Si6O2

- Si6O5
- Si2- Si4O5 2.389

Si4- Si2O2 1.956 Si3O2
- Si3O3 2.456

Si2O2
- Si4 3.014 Si5O4

- SiO 2.570
Si3- Si3O2 3.383 Si3O- Si3O4 2.783
Si5- SiO2 3.591 Si3O3

- Si3O2 3.480
Si3O2

- Si3 3.843 Si4O4
- Si2O 3.669

Si6O3
- Si3- Si3O3 1.998 Si6O6

- Si3O3
- Si3O3 2.135

Si5O2
- SiO 2.734 Si4O4

- Si2O2 2.620
Si4- Si2O3 3.172 Si3O2

- Si3O4 2.652
Si3O3

- Si3 3.482 Si2O2
- Si4O4 3.120

Si3O- Si3O2 4.021 Si3O4
- Si3O2 3.789
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the Si6On
- series is not obvious because the spin density is

more delocalized over all the silicon rich fragment.
Fragmentation Energies. We have studied some fragmen-

tation channels for the most stable structures of the Si6On
-

(n ) 1-6) clusters. The energy associated with each
fragmentation channel Si6On

-f SikOl
- + Si6-kOn-l is defined

as FE ) E(SikOl
-) + E(Si6-kOn-l) - E(Si6On

-), and the
results are shown in Table 3. Basically, we focused our
analysis in those fragmentation channels where one anionic
and one neutral fragment are produced. We reported only
five lower-energy fragmentation channels. It is interesting
to remark that the more energetically favored channels are
those where the anionic fragment coincides with the spin
density localization in the unfragmented cluster (see Figure
3 and Table 3). Then, energetically favored fragmentation
products contain the anionic Si3

-, Si4
-, Si5

-, Si3O2
-, and

Si3O3
- and the neutral SiO, Si2O2, Si3O2, Si3O3, Si3O4, and

Si4O4 clusters.
For Si6O-, the most favorable fragmentation channel is

Si6O-f Si5
- + SiO. This channel presents similarities with

fragmentation of SinO (n ) 5-10) clusters where SinOf
Sin + SiO is the most favorable fragment pathway as
discussed by H. Wang et al.47

Si6O2
- presents Si6O2

- f Si4
- + Si2O2 as the most

favorable fragmentation channel. So, we could say that
Si6O2

- is formed by Si4
- and Si2O2, where the pure silicon

cluster is an approximation to the ground state of the anionic
Si4

- cluster. Therefore, the extra electron is not localized
on the Si2O2 fragment in agreement with the localization of
the spin density (Figure 3).

The most favorable fragmentation channel for Si6O3
- is

Si6O3
- f Si3

- + Si3O3, and its spin density shows localiza-

tion on the Si3
- fragment. Therefore, the ground state of

Si6O3
- can be seen as formed by the fragments Si3

- and
Si3O3. The second fragmentation channel, with a FE 0.736
eV higher than the first one, is Si6O3

-f Si5O2
- + SiO where

the SiO molecule is neutral again.
The most favorable fragmentation channel for Si6O4

-

contains Si3
- and Si3O4 as products. Si6O4

-f Si3O- + Si3O3

is 0.482 eV higher than the minimum FE, 1.989 eV.
The most favorable fragmentation channel for Si6O5

- is
Si6O5

- f Si2
- + Si4O5, although Si6O5

- f Si3O2
- + Si3O3

and Si6O5
- f Si5O4

- + SiO are only 0.076 and 0.190 eV
higher than the minimum FE, 2.380 eV.

Finally, in the case of Si6O6
- the most favorable frag-

mentation channel is Si6O6
- f Si3O3

- + Si3O3, but there
are two fragment pathways with FE close to the minimum
FE, 2.135 eV. Si6O6

-f Si4O4
- + Si2O2 has a FE higher, by

0.032 eV, with respect to the fragmentation channel Si6O6
-

f Si3O2
- + Si3O4, 2.620 eV.

In most cases SiO, Si2O2, and Si3O3 appear as a product.
It seems that Si2O2, Si3O3, and SiO preserve their stability
within the anionic systems. Note that there is a relation
between the most favorable fragment channel and the
localization of the spin density. The anionic fragments are
silicon-rich clusters. This behavior is similar in the spin
density.

In Table 4 the principal vibrational modes for Si6On
-

structures are reported. In the first column, the principal
vibrational frequencies are shown. We tried to identify these
modes with the corresponding vibrational modes of the
fragmentation byproducts. Therefore, we present vibration
modes of the fragment products measured by Anderson et
al.19 and calculated at the B3LYP/6-311G(2d) level of theory.
Note that the vibrational modes of Si6O2

-, Si6O3
-, and Si6O5

-

are close to the vibrational modes of the fragment product
of the most favorable fragmentation channel. Si6O4

- contains
the vibrational mode of Si2O2, and the fragmentation channel
with this product is higher by 1.053 eV than the minimum

Figure 3. Spin density of the ground state for anionic Si6On
-

(n ) 1-6) clusters obtained at the B3LYP/6-311G(2d) level
of theory.

Table 4. Vibration Frequencies for Si6On
- (n ) 1-6)

Clusters and Some of Their Fragmentation Productse

Si6Om
a

vibration frequencies
principal modes

fragmentation
productb

Si6O- 730.7
Si6O2

- 750 766.6c (Si2O2)
766.3d

Si6O3
- 965.7 957.6c (Si3O3)

972.6d

Si6O4
- 726.0 766.6c (Si2O2)

766.3d

1017.7 1008.4c (SiO2)
Si6O5

- 1044.5 1260.8c (SiO)
1223.9d

984.4 957.6c (Si3O3)
972.6d

831.7 801.3c (Si2O2)
804.7d

Si6O6
- 974.9 845.8c (Si4O4

-)
996.2 1008.4c (SiO2)

a This work. b Indicated in Si6Om
- f SikOl

- + Si6-kOm-l. c The
geometries were optimized at the B3LYP/6-311G(2d) level of
theory. d Vibration frequencies from the mass spectra reported in
ref 19. e We report the frequencies for principal modes of the most
stable isomer of each cluster.
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FE, 1.989 eV. Si6O6
- has one vibrational mode correspond-

ing to that of the Si4O4
- product. The fragmentation channel

involving this product is only 0.485 eV higher than the
minimum FE, 2.134 eV. In most of the cases, the vibrational
modes of the fragments present in the most favorable
fragmentation channel are similar to the principal modes of
the studied anionic systems.

Building Large Clusters from the Small Stabilized
Fragments. Previously we have analyzed the fragmentation
patterns of Si6On

- series and obtained some characteristic
fragments which after energy relaxation are stables structures.

In the experimental conditions it is possible that fragmenta-
tion and formation are competitive reactions, and thermo-
dynamically the formation reactions in these systems are
favored (energy channel analysis). We include an analysis
based on the Fukui function with the aim to rationalize the
clusters formation from smaller ones, which allows us to
identify the most favorable site to interact and therefore to
predict the formation of larger systems.

A set of the most characteristic fragments was optimized
and calculated the respective donor, fr

-, and acceptor, fr
+,

condensed Fukui functions, where the donor fragments are

Figure 4. Reactions of formations of large anionic clusters from optimized fragments. Calculated atomic Fukui functions over
the fragments, using NPA and CHG charges (in parentheses).

Figure 5. Reactions of formation of Si6O6
- D2h clusters from optimized fragments. Calculated atomic Fukui functions over the

fragments, using NPA and CHG charges (in parentheses).
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those with negative charge and the acceptor are the neutral
ones. The results are shown in the first two columns of Figure
4. Following the selective reactivity criteria the fragments
should react in those regions where the respective Fukui
values are maxima. The relaxed structures are shown in the
last column of Figure 4, and one can see that the structures
for Si6On

- (n ) 1-5) could be obtained by reaction between
two small stable fragments.

A formation picture based on Fukui function analysis of
the Si6O6

- cluster is more complicated. The fragments Si3O3
-

and Si3O3 are the most energetically favored fragments of
this cluster (Table 2). The reaction of these two small clusters
produce a stable Si6O6

- isomer with D2h symmetry (Figure
4) which is 0.52 eV less stable with respect to the minimum
energy. The apparent limitation of the Fukui function in
predicting the more stable product was discussed by Tiznado
et al.48 in the reaction of hydrogen atoms with silicon
clusters. The more stable reactant did not always generate
the more stable product.

A complementary analysis of the relaxation pathways
which connects different structural isomers with the global
minimum structure will be necessary to complement the
information obtained from the Fukui function analysis.

IV. Conclusions

A theoretical study of the two series of small clusters Si3On
-

and Si6On
- (n ) 1-6) has been carried out. It has been found

that planar Si3O3
- D3h cluster is closer in energy to the

minimum energy isomer, and its calculated VIEs agree with
the experimental ones obtained from the PES experiments.
Hence, the experimental presence of this isomer should be
not discarded.

Two not previously reported minimum energy isomers
were found, Si6O4

- and Si6O6
-. The most stable isomer

Si6O- is present as two isoenergetic not superimposable
mirror images. The P3 methodology in conjunction with the
use of effective core pseudopotentials proves to be adequate
to calculate the VIEs in small anionic silicon oxides clusters.
This was verified comparing to the more complete UOVGF
approximation and to the experimental values in Si3On

- (n
) 1-6) clusters. The propagator methodology establishes
that the triplet state of the Si6O6 cluster is more stable than
the closed shell configuration obtained from the ionization
of the most stable anionic cluster. However, the minimum
energy structure of the neutral cluster is closed shell. The
studied fragmentation channels determine the most stable
fragments. In all cases the anionic fragments agree with the
localization of the spin density in the large cluster. The spin
density is mainly localized on the silicon rich fragment.

The donor and acceptor Fukui functions predict the best
interactions between a small anionic silicon cluster and a
small neutral silicon oxide cluster to form Si6On

- (n ) 2-5)
global minimum structures, but the Si6O6

-, obtained from
the Fukui function predictions, is not the minimum energy
one. A detailed study of the energy pathways which connects
different isomers will be necessary to complement the
predictions obtained from the Fukui function.
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Abstract: Exploiting the locality of the chemical potential of an excited state when it is evaluated
using the ground-state density functional theory (DFT), a new descriptor for excited states has
been proposed. This index is based on the assumption that the relaxation of the electronic
density drives the chemical reactivity of excited states. The sign of the descriptor characterizes
the electrophilic or nucleophilic behavior of the atomic regions. A relation between the new
descriptor and the dual descriptor is derived and provides a posteriori justification of its use to
rationalize the Woodward-Hoffmann rules for photochemical reactions within the conceptual
DFT. Finally, the descriptor is successfully applied to some [2 + 2] photocycloadditions, like
Paterno-Büchi reactions.

1. Introduction

During the past two decades, conceptual density functional
theory (DFT)1-4 has been a fruitful paradigm for the analysis
of chemical processes. Through successive derivatives of the
energy, with respect to either the number of electrons or the
external potential, different reactivity and selectivity descrip-
tors have been designed to account for the outcome of
chemical reactions.5,6 More importantly, descriptors previ-
ously proposed on an intuitive basis found a sharp definition
within conceptual DFT. For instance, the electronegativity
defined by Mulliken7 has been identified as the opposite of
the first derivative of the energy with respect to the number
of electrons.8 Another example is the proposal to measure
the chemical hardness through the second derivative of the
energy with respect to the number of electrons.9 Besides,
different older theories, such as the Frontier Molecular

Orbital (FMO) initiated by Fukui10-15 and the Hard and Soft
Acids and Bases (HSAB) proposed by Pearson,16-22 have
been unified within conceptual DFT.

However, some chemical processes are still out of the
reach of conceptual DFT. Indeed, due to the lack of a suitably
formulated excited-state DFT, all the chemical reactions that
involve an excited molecule are difficult to rationalize. Even
though some reactions have been investigated by trans-
posing,23-25 the traditional local descriptors for the ground
state to the reactivity of the excited state, no formal theory
has been designed to support their use. It must be noticed
that a preliminary study of time-dependent DFT to design
local descriptors has been proposed by Chattaraj and
co-workers.26-28 The purpose of this paper is then to provide
some insight into both the reactivity and selectivity of low
excited states using the locality of the excited state’s chemical
potential when evaluated using the energy density functional
for ground states.

The paper is organized as follows. In Section 2, using the
true density of an excited state as a trial function for the
ground-state density, a local descriptor is proposed to
characterize the electrophilicity or nucleophilicity of a region
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within an excited state. From a comparison between the
proposed and dual descriptors, a justification for the use of
the negative dual descriptor to rationalize the Woodward-
Hoffmann rules appears. After summarizing the computa-
tional methods employed, the concepts developed in Section
2 are tested for prototypical excited-state processes, more
specifically for the regioselectivity of [2 + 2] photocycload-
dition and Paterno-Büchi reactions. The paper ends with a
perspective on what has been achieved, and what the
outstanding issues are for future work.

2. Chemical Potential of a Hot Excited State

The generation of an excited state can be seen as a two-step
process. In the first step, a hot excited state (HES) is created
by a vertical electronic transition in which the electronic
density changes, while the external potential remains identi-
cal. Such processes are governed by the Franck-Condon
principle.29,30 The HES is actually both electronically and
vibrationally excited. During the second step, the molecular
geometry (external potential) relaxes, adapting itself to the
new electronic density. This gives an optimized excited state
(OES). In this section, an approximate formula for the
chemical potential of the HES is presented. The analysis of
this chemical potential formula provides a way to characterize
the chemical reactivity of the different atomic sites within a
HES.

Traditional DFT is grounded on the first and the second
Hohenberg-Kohn theorems.31 Unfortunately, the practical
use of those theorems has only been established for the
electronic ground state, and they are not believed to be valid
for excited states. However, the situation is not as bad as it
seems because different formulations of excited-state DFT
have been published.32-35 Indeed, since the electronic density
of the ground state determines both the external potential
and the number of electrons, it determines the Hamiltonian
and, consequently, all of the eigenstates of the electronic
system. One can even define a functional of the electronic
density that gives the exact energy for all the stationary
electronic excited states.36 The most popular excited-state
DFT is the formulation of Levy and Nagy.37 In this
formulation, the energy is computed as

in which Fk(rb) is the exact electronic density of the excited
state.

The bifunctional Fk is defined as

Fk[Fk( rb), V( rb)] ) min
ψkfFk

〈ψk|T + Vee|ψk〉

where it is understood that the kth eigenfunction ψk is
orthogonal to wave functions of the ground and lower excited
states of V(rb). This assumption yields quite an important
property: Unlike the Hohenberg-Kohn functional, the
bifunctional Fk[Fk(rb),V(rb)] is not universal and depends upon
the external potential through the electronic density of the
ground state. However, this property of the bifunctional Fk

does not affect the definition of local descriptors. Even
though Fk is not universal, the electronic density is still given
by the first derivative of the energy of that excited state with

respect to the external potential at constant number of
electron N:

Indeed, using the Hellman-Feynman theorem, Ayers and
Levy38 have shown that the derivative of the bifunctional
with respect to the external potential vanishes and, therefore,
(δEk/(δV(rb)))N ) Fk(rb). Consequently, the Fukui functions
and the dual descriptor can be generalized as second and
third crossed derivatives of the energy. However, as the
relaxation of the excited density toward the density of the
ground state might be a phenomenon powerful enough to
drive the reactivity of the excited state, the ground-state local
descriptors could be not appropriate.

On the one hand, the variational principle applied to eq 1
under the constraint that ∫Fk(rb)drb ) N0 yields for all the
stationary densities to

in which µk is a global property of the system that generalizes
the chemical potential to the excited state k. If the bifunc-
tional Fk for the excited states were known in a practical
form, thenthenonlocalityof thequantityVk(rb)+(δFk[Fk(rb),V(rb)]/
δF(rb))N would be an important criterion for finding stationary
densities. Indeed, the nonlocality of the chemical potential
is a consequence of the stationary character of the exact
electronic density of the state k. In other words, µk is global
only for the true excited-state density.

On the other hand, given the electronic density of a chosen
excited state, its use as a trial density in the ground-state
DFT must, with rare exception,8,39 lead to a nonconstant
chemical potential:

The nonconstant chemical potential captures the tendency
of the excited-state electronic density to relax toward the
ground-state density. It is this trend we desire to exploit. In
particular, we will use the equation:

noting that dEk does not refer to an excitation energy.
Equation 5 is a lower bound to the true change in energy
accompanying excitation.

This local chemical potential is related to the true global
chemical potential of the ground state as

with V(rb) )(δFHK[Fk(rb)]/δF(rb)) - (δFHK[F0(rb)]/δF(rb)), where
δFHK[Fk(rb)]/δF(rb) is the electronic density potential for the
system of interest and δFHK[F0(rb)]/δF(rb) is the electronic
density potential for which F0(rb) is the N-electron ground-
state density. The chemical meaning of the quantity V(rb) is
clearly related to electronic relaxation: regions associated
with positive values of V(rb) will decrease their electronic

Ek ) ∫ Fk( rb)V(rj)d rb + Fk[Fk( rb), V( rb)] (1)

( δEk

δV( rb))N
) Fk( rb) + (δFk[Fk( rb), V( rb)]

δV( rb) )
N

(2)

( δEk

δF( rb))N
) µk ) Vk( rb) + (δFk[Fk( rb), V( rb)]

δF( rb) )
N

(3)

( δE

δFk( rF)) ) λk( rF) ) V( rb) +
δFHK[Fk( rb)]

δFk( rb)
(4)

dEk ) ∫ λk( rF)δFk( rb)d rb (5)

λk( rb) ) µ0 + V( rb) (6)
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densities and can be considered nucleophilic. Conversely,
regions with negative values of V(rb) will increase their
electronic densities and can be considered electrophilic.

When a chemical reaction induces the relaxation of the
electron density in an excited state, then the sign of V(rb)
provides a way to identify the nucleophilic and electrophilic
sites within the excited-state molecule. Evaluating V(rb)
requires finding a relationship between the excited- and
ground-state chemical potentials. The most obvious way to
do this is to construct the excited-state density by distorting
the ground-state density. Then, using the Taylor series for
the universal functional:

Here, ∆0
kF(rb) represents the electronic density difference

between the excited state labeled k and the ground state. The
local chemical potential of the excited state is

The first derivative occurring in eq 8 can be evaluated as

The second derivative occurring in eq 8 is the hardness
kernel, which is commonly decomposed as

The first term of the right-hand side of eq 9 is the Coulomb
contribution; the second term gathers the kinetic, exchange,
and correlation contributions.

The third derivative occurring in eq 8 is the (second-order)
hyperhardness kernel:

Substituting these results into eq 8 gives

Note that if the electronic densities of the ground and
excited states are similar, their chemical potentials are also
similar. For this reason, one expects the deviation of λ(rb)
from µ0 to be larger for higher-energy excited states.
Referring back to the interpretation of V(rb) ) λ(rb) - µ0,
this suggests that the electrophilicity/nucleophilicity (ergo,
the total reactivity) of excited states increases as the
resemblance of the excited-state density to the ground-state
density decreases.

While a first- or second-order truncation of the Taylor
series might be sufficient for low-lying excited states, it is
unlikely to be accurate for highly excited states. The ambition
of the present paper is limited to the lower excited states,
for which the following second-order truncation is assumed
to be qualitatiVely accurate:

If one assumes that the approximation R(rb,rb′) ≈ 0 suffices
for qualitative purposes,40 then eq 12 becomes

With:

In eq 13, the difference between the chemical potential of
the excited and ground states is seen to be equal to the
difference between the electrostatic potential of the ground
and excited states.

Notice that eq 13 is consistent with the fact that when the
molecule density shifts toward the ground state from the
excited state, the energy decreases

A favorable chemical process involving the excited-state
will cause its energy to decrease. Therefore, for an “allowed”
excited-state reaction:

Introducing the reduced expression for the local chemical
potential one has

The first term of the right-hand side of eq 15 is a global
reactivity term; it is zero unless there is electron transfer
to/from the system. The second term provides information
about regioselectivity. A site in which the excited-state
electrostatic potential is lower than the ground-state elec-
trostatic potential attracts electrons. A site in which the

δFHK[Fk( rb)]

δF( rb) |
V(r)

)
δFHK[F0( rb) + ∆0

kF( rb)]

δF( rb) |
V(r)

)

δFHK[F0( rb)]

δF( rb)
+ ∫ δ2FHK[F0( rb)]

δF( rb)δF( rb′) ∆0
kF( rb′)d rb′ +

1
2 A

δ3FHK[F0( rb)]

δF( rb′)δF( rb)δF( rb′′)∆0
kF( rb′)d rb∆0

kF( rb′′)d rb′′ + ...

(7)

λk( rb) ) V( rb) +
δFHK[F0( rb)]

δF( rb)
+

∫ δ2FHK[F0( rb)]

δF( rb)δF( rb′) ∆0
kF( rb′)d rb′ +

1
2 A

δ3FHK[F0( rb)]

δF( rb′)δF( rb)δF( rb′′)∆0
kF( rb′)d rb′∆0

kF( rb′′)d rb′′
(8)

δFHK[F0( rb)]

δF( rb)
) µ0 - V( rb)

δ2FHK[F0( rb)]

δF( rb)δF( rb′) ) η0( rb, rb′) ) 1
| rb - rb′| + R( rb, rb′)

(9)

δ3F[F0( rb)]

δF( rb)δF( rb′)δF( rb′′) ) η0
(2)( rb, rb′, rb′′)

λk( rb) ) µ0 + ∫ ∆0
kF( rb′)

| rb - rb′| d rb+∫R( rb, rb′)∆0
kF( rb′)d rb′ +

1
2 A η0

(2)( rb, rb′, rb′′)∆0
kF( rb′)d rb′∆0

kF( rb′′)d rb′′ + ... (11)

λk( rb) ) µ0 + ∫ ∆0
kF( rb′)

| rb - rb′|drb+∫R( rb, rb′)∆0
kF( rb′)d rb′

(12)

λk( rb) ) µ0 + ∫ ∆0
kF( rb′)

| rb - rb′| d rb (13)

V( rb) ≈ ∫ ∆0
kF( rb′)

| rb - rb′| d rb′

dEk
0 ≈ ∫ λk( rb)(-∆0

kF( rb))d rb

≈ -A
∆0

kF( rb)∆0
kF( rb′)

| rb - rb′| d rbd rb′

δEk ≈ ∫ λk(r)δFk( rb)d rb < 0 (14)

δEk ≈ ∫ µ0δFk( rb)d rb + ∫V( rb)δFk( rb)d rb (15)
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excited-state electrostatic potential is higher than the ground-
state electrostatic potential repels electrons. The sign of eq
15, thus, provides a physically consistent characterization
of both the electrophilicity and the nucleophilicity of a
chemical site.

Trying to rationalize the Grochala, Albrecht, and Hoff-
mann rule (GAH), Ayers and Parr41 proposed an approximate
relation between the densities of the first excited state Fes(rb),
the ground state Fgs(rb), and the radical cation F-(rb) and anion
F+(rb):

Within DFT, the relations between the Fukui functions
and the densities of the cation and the anion are

Substitution of eqs 17 and 18 into eq 16 leads to

Identifying the dual descriptor42,43 as the difference
between the electrophilic and nucleophilic Fukui functions
leads to

This result can be understood through a simple molecular
orbital picture. Indeed, it corresponds to consider merely the
first excited-state density as the one produced when one
electron from the highest occupied molecular orbital (HOMO)
is promoted to the lowest unoccupied molecular orbital
(LUMO). Ayers and Parr further argue that eq 20 partially
accommodates relaxation effects. Following the GAH rule,
the first excited state combines the characteristics of both
the cation and the anion. As expected, ∆0

1Fk(rb) and ∆f(rb) are
quite similar (see Figure 1).

So for the specific case of the first excited state, one can
define the dual potential as

Then eq 15 reads

in which δF1(rb) stands for a variation of the first excited-
state’s electronic density. The second term of eq 22 can be
seen as the contribution due to the variations of the electronic
density weighted by the potential created by the dual
descriptor. In this context, the best way to stabilize the
excited state is to comply with the following criterion at each
point rb:

This criterion enables us to sort out both the electrophilic
and the nucleophilic atomic sites within an excited-state
molecule. Indeed, electrophilic sites will have a positive

variation of their electronic densities and, according to eq
23, the dual potential should be negative in those sites.
Conversely, nucleophilic sites will experience a decreasing
of their electronic densities and, according to the same
criterion, should display positive values of the dual potential.
The meanings of the signs of the dual potential for the first
excited state are the opposite of the ones of the dual
descriptor for the ground state.

Figure 2 displays both the dual potential and descriptor for
some simple molecules. It can be seen that the general shapes
of both functions are quite identical, except for the location of
the nodes that separate the positive from negative regions. To
explain those similarities, one can consider the dual potential
at point rb as the weighted sum of the dual descriptor in all the
other points rb′. The weighting coefficient has two important
properties: (i) it is always positive, and (ii) the closer the point
r′, the higher its coefficient, and therefore, the more important
its contribution to the dual potential. Taking into account those
properties, it is no longer a surprise that both the dual potential

Fgs( rb) + Fes( rb) - F+( rb) - F-( rb) ≈ 0 (16)

F+( rb) ≈ Fgs( rF) + f +( rb) (17)

F-( rb) ≈ Fgs( rF) - f -( rb) (18)

Fes( rb) ≈ Fgs( rb) + f +( rb) - f -( rb) (19)

∆0
1F( rb) ≈ ∆f( rb) (20)

V[∆f]( rb) ) ∫ ∆f( rb′)
| rb - rb′| d rb′ (21)

δE1 ≈ µ0dN + ∫V[∆f]( rb)δF1( rb)d rb (22)

δF1( rb)V[∆f]( rb) < 0 (23)

Figure 1. Comparison between ∆0
1F(rb) and ∆f(rb).
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descriptor give the same description of the chemical behavior
of the atomic sites within a molecule. A more elegant explana-
tion of this similarity can be considered through the Poisson
equation directly resulting from eq 21: ∇V∆f(rb) ) -4π ∆f(rb).
As the dual potential and descriptor have approximately similar
shapes, eq 22 is a posteriori theoretical justification of the use
of the opposite of the dual descriptor as an index to characterize
the behavior of reactive sites of the first excited state.44

The reactions studied in the application section always
involve one molecule in either the first or second excited
state and one molecule in the ground state. According to

the concepts developed in this section, the meaning of the
sign of the electronic densities difference for the excited state
is the opposite of the ones of the dual descriptor for the
ground-state species. Therefore, the best interaction between
molecules is obtained when regions with the same sign are
aligned. Unfavorable interactions are occurring between
regions with opposite signs of the density difference potential
and dual descriptor. To express the previous consideration
from a physical point of view the following criterion is
proposed:

From eq 24 it is easily seen that the energy goes downward
when regions of the dual descriptor and electronic density
difference of same sign are aligned. Those results are
summarized in Table 1. Using this criterion, we will show
that the regioselectivity of different photocycloadditions can
be predicted.

3. Computational Details

All the studied molecules have been fully optimized at the
B3LYP/6-31G** level of theory using the Gaussian 03
software.45 Both the excited and ground state electronic
densities have been obtained through a CIS calculation with
the same basis set. Then the 3-dimension cube files of the
difference have been performed using the cubman facility
program. The dual descriptor for the ground state has been
calculated from the density of the radical cation and anion
using the formula:

For all the isodensity maps, the positive regions are colored
in red, while the negative regions are colored in yellow.

4. Application to Photocycloadditions

4.1. Regioselectivity of [2 + 2] Photoreactions of
Acroleine with Olefins. The [2 + 2] cycloaddition between
R, � unsaturated ketones and aldehydes with substituted
olefins is one of the most versatile ways to produce
cyclobutane derivatives. There are two main factors that
control the regioselectivity of this reaction:

1) The steric interaction between the alkene and the R, �
unsaturated ketone or aldehyde.

2) The electronic interaction between both reactants.
In the following study, only the reactions known to be

controlled by electronic effects are discussed. According to
either the electron-donating or electron-withdrawing character
of the substituent on the alkene, the head-to-head or the head-

Figure 2. Comparison between ∆0
1F(rb) and V∆0

1F(rb) ) ∫(∆0
1F(r′))/

(|rb- rb′|)drb′.

Table 1. Favorable and Unfavorable Interactions between
a Molecule in Both its Ground and Excited States

ground state∆f(rb) excited state∆0
kF(rb′)

sign character sign character interactions

+ electrophilic + nucleophilic favorable
- nucleophilic - electrophilic favorable
( el/nu ( el/nu unfavorable

δE1 ∝ -A
∆0

kF( rb′)∆fgs( rb)

|r - r′| d rbd rb′ (24)

∆f( rb) ) FN+1( rb) + FN-1( rb) - 2FN( rb)
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to-tail cyclobutane is formed.46 As can be seen in Scheme
1, when the acroleine reacts with electron-rich alkenes the
head-to-tail adduct is preferred. Conversely, the reaction
between the acroleine with electron-poor alkenes leads
preferentially to the head-to-head cyclobutane. Different
conceptual DFT approaches of this reaction47 have been
performed through the softness-matching criterion and reac-
tion force with rather good success.48 The aim of this subpart
is to show how the concept developed in Section 2 can be
applied to predict the outcome of the reaction.

Even though specific calculations have been performed
to exemplify the usefulness of the electronic density differ-
ence, the regioselectivity of those reactions can be elegantly
rationalized without any calculation, only using a back-of-
the-envelope analysis. Generally, the patterns of the dual
descriptor for electron-poor alkenes are asymmetric, with the
nucleophilic zones (∆f(rb) < 0) centered on the substituted
carbon, while the electrophilic character (∆f(rb) > 0) is located
mainly on the unsubstituted end. As acroleine can be seen
as an electron-poor alkene, the position of the positive and
negative zones should be located in the same areas for its
electronic densities difference ∆F(rb). Since acroleine reacts
in its first excited state and following the rules gathered in
Table 1, the best interaction between acroleine and electron-
poor alkenes is achieved through a head-to-head interaction
(see Figure 3). The inverse conclusions can be drawn up for
electron-rich alkenes, since their dual descriptors are the
opposite of electron-poor alkenes ones. These qualitative
conclusions are confirmed by the calculated map of dual
descriptors and electronic densities differences.

It is well established that the acroleine reactive state is
the one corresponding to a πfπ* transition. The corre-
sponding electronic densities difference [∆π

π*F(rb)] has been
calculated for both acroleine and cyclohex-2-enone. It is
important to notice that this electronic densities difference

[∆π
π*F(rb)] is not equivalent to the dual descriptor for the

ground state, since the π orbital is not the HOMO. However,
it appears that the positions of positive and negative values
on the double bond are similar to the ones obtained for the
dual potential. On the other hand, the ground-state dual
descriptor calculations have been performed for different
electron-rich and -poor alkenes: allene, acrylonitrile, isobutene,
and 1,1-dimethoxyethene. The structures of all the com-
pounds are drawn in Figure 4. The positions of positive and
negative regions of the dual descriptor within the electron-
rich and -poor alkenes follow the qualitative rule given
previously. Namely, for electron-poor alkenes, the positive
region is located on the unsubstituted end, while the negative
area is centered on the substituted carbon. This is due to the
asymmetry created on the HOMO and LUMO wave function
by the electron-withdrawing group. Conversely, the effect
of the electron-donating group (EDG) upon the shape of the
dual descriptor is exactly the opposite. The negative regions
are located on the unsubstituted carbon, while the positive
regions cover mainly the substituted end of the double bond.
Following the criterion defined in Section 2, the best
interaction between the R, � unsaturated carbonyl compound
and the alkene leads to the head-to-tail adduct for the

Scheme 1. Schematic Representation of the
Regioselectivity of the [2 + 2] Photocycloaddition

Figure 3. Schematic interaction between the dual descriptor
of acroleine and either electron-rich or -poor alkenes. Dark
circles correspond to positive value of the dual descriptor,
while white circles are attributed to negative values of the dual
descriptor.

Figure 4. Name and structures of the studied alkenes.
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electron-rich alkenes and head-to-head for electron-poor
alkenes, as can be seen in Figure 5. This is in total agreement
with experimental results.

The next section is dedicated to the regio-and stereose-
lectivity of the Paterno-Büchi reaction.

4.2. Application to the Regio- and the Stereoselectiv-
ity of the Paterno-Büchi Reaction. The Paterno-Büchi
(PB) is a versatile method to produce oxetane (see Scheme
2), i.e. four-membered oxygen heterocyclic rings with a good
control over the regio- and stereoselectivity. This reaction
involves a ketone or an aldehyde in its excited state and an
olefin in its ground state. Numerous papers have been
published on either the preparative or mechanistic aspect of
the PB reaction. From all the results gathered, it is now
generally admitted that the active excited state arises from
the nfπ* transition. In this specific case, and contrary to
the [2 + 2] photocycloaddition, the electronic densities
difference is roughly equal to the dual descriptor (∆n

π*F(rb)

≈ ∆f(rb)). The PB reaction is particularly rapid when the
ketone or aldehyde reacts with an electron-rich alkene and
is highly regioselective. In this section, we will study the
regioselectivity of the reaction between benzaldehyde on the
one hand and furan, or 2,3-dihydrofuran, on the other hand.
For those cases, it has been shown experimentally that only
one regioisomer is produced49-51 (see Scheme 3). The PB
reaction can, therefore, be called regiospecific. Aiming to
check the predictive capability of our method, the dual

Figure 5. Favorable interactions between acroleine and cyclohex-2-enone with electron-poor (upper pictures) and -rich (lower
pictures) alkenes. The isosurfaces are displayed for ∆f(rb) ) 0.01au and ∆π

π*F(rb) ) 0.005 au. The electron-poor alkenes taken are
acrylonitryle and cyclobut-1-ene carboxylic acid. The electron-rich alkenes are 2-methylprop-1-ene and 1,1-dimethoxyethene.

Scheme 2. Schematic Representation of the
Paterno-Büchi Reaction
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descriptor for furan and its derivative and the density
difference ∆n

π*F(rb) for benzaldehyde have been calculated.
The results are displayed in Figure 6. As already said, the

best interactions between both molecules are achieved when
regions with same sign are aligned. One can easily infer from
Figure 6 that, in both cases, the correct regioisomer is
predicted. As guessed, the negative region of the ∆n

π*F(rb) of
benzaldehyde is located on the oxygen, while the positive
region is mainly on the carbonyl carbon. It looks very close
to what was expected from the dual descriptor of benzalde-
hyde. For furan, the negative region is located between CR
and C�, namely between the double bond, while the positive
region is in between the C�, i.e., located on the simple
carbon-carbon bond. Therefore, the best interaction between
furan and benzaldehyde is obtained when the oxygen of
benzaldehyde reacts with the CR of the furan and when the
carbonyl carbon bonds with the C�. This must lead to the
formation of 7-phenyl-4,6-dioxa-bicyclo[3.2.0] hept-2-ene.

Since the position of the positive and negative region of
the dual descriptor of 2,3-dihydrofuran are the opposite of
the one obtained on furan, the best interaction is achieved
when the oxygen of benzaldehyde reacts with C�, while the
carbonyl carbon bonds with CR. Again, the right regioisomer
is predicted: 6-phenyl-4,7-dioxa-bicyclo[3.2.0]hept-2-ene.

When furan is methylated in position one, two regioiso-
mers should be produced as shown in Scheme 4. From an
analysis based on the frontier molecular orbital theory,
D’auria et al.52 concluded that the reaction is likely to take
place in both positions CR. However, this prediction is not
in agreement with experimental results. Indeed, only the
unsubstituted CR carbon is attacked. This result can of course

Scheme 3. Schematic Representation of the Regioselectivity of the Paterno-Büchi Reaction

Scheme 4. Schematic Representation of the Reaction between 2-Methylfuran and Benzaldehyde

Figure 6. Favorable interaction between an excited benzal-
dehyde ∆n

π*F(rb) ) 0.01au with furan and 2,3-dihydrofuran ∆f(rb)
) 0.01au.
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be explained by the steric hindrance that occurs in the
substituted carbon. Still an analysis based on the ∆n

π*F(rb) can
provide an additional explanation. As can be seen in Figure
7, an electrophilic zone [∆n

π*F(rb) > 0, red] is located between
the methyl group and the CR. As the benzaldehyde ap-

proaches the substituted CR carbon of methyl-furan, the
favorable interaction between the oxygen of benzaldehyde
with the CR carbon is counterbalanced by the unfavorable
interaction between the electrophilic zone near the CR and
the oxygen of the benzaldehyde. This unfavorable interaction
is an additional effect that favors the experimentally observed
isomer.

The geometry of approach can also be obtained from the
interaction study between ∆n

π*F(rb) benzaldehyde and the ∆f(rb)
furan. Indeed, it is well-known that in PB reactions, the
molecules approach eachother with a face to edge geometry.
As can be seen in Figure 8, this approach seems to be the
one that maximizes the favorable interaction between both
molecules.

5. Summary and Conclusions

In this paper, using the true excited-state density as a trial
function for the ground-state DFT, a new local reactivity
descriptor has been proposed. The main assumption is that
the relaxation of the electronic density is a powerful enough
phenomenon to drive the chemical behavior of an excited
molecule. The locality of the chemical potential of an excited
state is used to characterize the philicity of an atomic site
within an excited molecule. It appears that for the first excited
state the local chemical potential and the dual descriptor are
related by a Poisson equation and look similar. This provides
a posteriori justification of the use of the dual descriptor to
rationalize the Woodward-Hoffmann rules for photochemi-
cal reactions. Finally, the application of the proposed concept
of local chemical potential to [2 + 2] photocycloaddition
and to Paterno-Büchi reaction predicts the correct regiose-
lectivity. This paper can be considered as a first step toward
a real conceptual DFT of excited states. To achieve this goal
in full, however, it is necessary to derive a reliable time-
independent functional of the energy that fully describes
excited states. The local and global descriptors already
defined for the ground state could then be generalized to
excited states by differentiation of the excited-state functional.
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Abstract: Although continuum solvation models have now been shown to provide good quantitative
accuracy for calculating free energies of solvation, questions remain about the accuracy of the
perturbed solute electron densities and properties computed from them. Here we examine those
questions by applying the SM8, SM8AD, SMD, and IEF-PCM continuum solvation models in
combination with the M06-L density functional to compute the 14N magnetic resonance nuclear
shieldings of CH3CN, CH3NO2, CH3NCS, and CH3ONO2 in multiple solvents, and we analyze the
dependence of the chemical shifts on solvent dielectric constant. We examine the dependence of
the computed chemical shifts on the definition of the molecular cavity (both united-atom models
and models based on superposed individual atomic spheres) and three kinds of treatments of the
electrostatics, namely the generalized Born approximation with the Coulomb field approximation,
the generalized Born model with asymmetric descreening, and models based on approximate
numerical solution schemes for the nonhomogeneous Poisson equation. Our most systematic
analyses are based on the computation of relative 14N chemical shifts in a series of solvents, and
we compare calculated shielding constants relative to those in CCl4 for various solvation models
and density functionals. While differences in the overall results are found to be reasonably small for
different solvation models and functionals, the SMx models SM8, and SM8AD, using the same cavity
definitions (which for these models means the same atomic radii) as those employed for the
calculation of free energies of solvation, exhibit the best agreement with experiment for every
functional tested. This suggests that in addition to predicting accurate free energies of solvation, the
SM8 and SM8AD generalized Born models also describe the solute polarization in a manner
reasonably consistent with experimental 14N nuclear magnetic resonance spectroscopy. Models
based on the nonhomogeneous Poisson equation show slightly reduced accuracy. Scaling the
intrinsic Coulomb radii to larger values (as has sometimes been suggested in the past) does not
uniformly improve the results for any kind of solvent model; furthermore it uniformly degrades the
results for generalized Born models. Use of a basis set that increases the outlying charge diminishes
the accuracy of continuum models that solve the nonhomogeneous Poisson equation, which we
ascribe to the inability of the numerical schemes for approximately solving the nonhomogeneous
Poisson equation to fully account for the effects of electronic charge outside the solute cavity.

1. Introduction

Nuclear magnetic resonance (NMR) shielding parameters are
very sensitive to the molecular electronic structure,1-3 and
for molecules in solution they can serve as a probe of the

solute response to intermolecular interactions. Buckingham
et al.4 proposed a rationalization of solvent effects on
chemical shifts by separating these effects into four contribu-
tions: (i) bulk magnetic susceptibility of the medium, (ii)
anisotropy in the molecular magnetic susceptibility of the
solvent, (iii) van der Waals forces, and (iv) polar interactions,
which were considered to include hydrogen bonds. The
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truhlar@unm.edu (D.G.T.).

J. Chem. Theory Comput. 2009, 5, 2284–23002284

10.1021/ct900258f CCC: $40.75  2009 American Chemical Society
Published on Web 07/30/2009



Kamlet-Taft system of solvent properties5,6 approaches the
problem of solvent shifts and shielding parameters in a
different way by considering the shielding parameter in
cyclohexane as a reference and adding four different
contributions for other solvents related to (i) the hydrogen-
bond donor strength of the solvent, (ii) the solvent hydrogen-
bond acceptor character, (iii) solvent polarizability, and (iv)
a correction for superpolarizability of aromatic and highly
chlorinated solvents.

Nitrogen shielding has received a great deal of attention
in the study of solvent shifts since the lone pair on nitrogen
often leads to particularly large shifts in electron density in
response to an environment.7-14 For this reason, several
attempts were made to rationalize a broad range of experi-
mental results for this nucleus, and a variety of schemes have
been used for the computation of the solvent influence on
nitrogen NMR shielding parameters.7-12,15-26 These meth-
ods differ quantitatively in the way that the various contribu-
tions mentioned above are taken into account.

Modeling the solvent as a continuum has proven to be
useful in predicting free energies of solvation provided that
the solvent is characterized not only by the bulk dielectric
constant but also by solvent and solute-dependent interfacial
surface tensions that account for cavitation, dispersion, and
local changes to solvent structure such as hydrogen bonds
to the solute, solute disruption of the bulk-solvent hydrogen
bonding network, and local changes to the solvent dielectric
constant, especially in the first solvent shell.27-34 However,
the partition of free energies of solvation into bulk electro-
statics effects and interfacial effects is not unique.35 Since
the former effects are usually36,37 included by a self-
consistent reaction field (SCRF), which affects the solute
electronic density and properties, but the latter are usually
treated post-SCF, which neglects their effects on the solute
wave function or density and hence on solute properties, the
success of a model for free energies of solvation does not
guarantee its success for properties such as nuclear shieldings
in solution. Nevertheless, it is disappointing that approaches
based on continuum solvation models tested so far do not
consistently explain many of the experimental results for
nitrogen chemical shifts in different solvents, even though
sometimes the trends are correct. To understand this situation
better, the present study evaluates the performance of the
newest models of the SMx series of solvation models (SM8,31

SM8AD,34 and SMD33) for solvent shifts and compares the
results to those obtained with continuum solvent models38-44

present in popular quantum chemistry codes45,46 and with
the work of Zhan and Chipman16 in order to evaluate their
absolute ability and relative ability to account for this
response property and to ascertain whether any of the
parametrization methods or electrostatic treatments that have
been employed are systematically better than any of the
others.

In section 2 we describe the test sets. Relevant theoretical
background is summarized in section 3, while section 4 gives
computational details, and section 5 provides the methodolo-
gies employed. Sections 6 and 7 contain results and discus-
sion, and section 8 summarizes the main conclusions.

2. Test Sets

In the current article we compare and discuss nuclear
shielding changes due to solvent-to-solvent transfer. In
principle, theory could also be tested for gas-to-solvent shifts,
but there are larger uncertainties associated with experimental
measurements of these quantities, and they also pose a
substantially greater challenge to the underlying electronic
structure theory, which obscures the testing of solvation
models. Thus we assess the performance of solvation models
only for solvent-to-solvent shifts. Specifically, we restrict
ourselves to well-established experimental results for aceto-
nitrile (CH3CN),9 nitromethane (CH3NO2),

7 methyl nitrate
(CH3ONO2),

8 and methyl isothiocyanate (CH3NCS)8 in a
range of solvents. These four solutes are characterized by
diverse nitrogen functional groups for which 14N chemical
shifts have been measured in multiple solvents with external
neat nitromethane as a reference. Corrections for bulk solvent
magnetic susceptibility were made7-9 in the acquisition of
the experimental data.

3. Theory

3.A. Solvation Models. Continuum solvation models
represent a solvated molecule at an atomic level of detail
inside a molecule-sized electrostatic cavity surrounded by a
dielectric medium that represents the solvent. In some older
work the cavity was a sphere, but here, as in most modern
work, the cavity is solute-shaped and either is a superposition
of atomic spheres with empirical radii or is a superposition
of united atoms (a nonhydrogenic atom and its attached
hydrogens), again with sizes defined by empirical parameters.
In the electrostatic theory of dielectric media, the medium
has associated with it a relative permittivity ε, which is a
scalar function of position for isotropic nonhomogeneous
media. Following the convention most popular in the
chemical literature, ε will be called the dielectric constant.
The charge distribution of the solute (charge density) induces
polarization in the surrounding dielectric medium, and the
self-consistently determined interaction between the solute
charge distribution and the electric polarization field of the
solvent, when adjusted for the energetic cost of polarizing
the solute and the solvent, constitutes what is called the
electrostatic contribution to the free energy of solvation. More
properly, when one makes the usual assumption that the
dielectric constant in regions containing solvent is given by
the bulk value and then neglects the difference of the local
dielectric constant in the near-solute region from its bulk
value, this should be called the bulk-electrostatic contribution.
The electric potential due to the polarized dielectric con-
tinuum and the polarization of the solute equals the total
potential minus the electrostatic potential47 of the gas-phase
solute molecule. The total electric potential satisfies the
nonhomogeneous Poisson equation (NPE) for electrostatics

where Ff is the solute charge density, and the word “non-
homogeneous” refers to the specification of the dielectric
constant as different inside the solute cavity (where it is given
the value unity) and in the solvent region (where it is given

∇ · (ε∇Φ) ) -4πFf (1)
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the bulk value). Therefore, the reaction field can be obtained
self-consistently by numerical integration of the NPE coupled
to the quantum mechanical electron density of the solute
molecule. From the reaction field one calculates the free
energy change corresponding to the solvation process. The
bulk-electrostatic contribution to the free energy of solvation
is given by48

where e is the atomic unit of charge, φk is the reaction field
evaluated at atom k, Zk is the atomic number of atom k, H(0)

and Ψ(0) are the solute electronic Hamiltonian and electronic
wave function, respectively, in the gas phase, and Ψ is the
polarized solute electronic wave function in solution. This
equation includes the polarization of the solvent by the solute
and the distortion of the solute that is induced by this
polarization effect. Note that when one uses density func-
tional theory, there is no wave function so the wave function
appearing in eq 2 is replaced by the Kohn-Sham determinant
of the noninteracting reference system, and the Hamiltonian
operator is replaced by the appropriate density functional
analog.

NPE solvers that employ the continuous charge density
(without approximating it by distributed point charges or
multipoles) are called density-based solvation models. Other
implicit solvation models solve the NPE using alternative
representations of the continuous density, for example, single-
or multicenter multipolar expansions. An alternative con-
tinuum model, the generalized Born (GB) approxima-
tion,27,49-56 does not start with the NPE but instead employs
a starting point based on Coulomb’s law and represents the
solute as a collection of point charges (a distributed monopole
approximation), located at the nuclear positions.

In the present study, we employ six solvation models. Four
of them are based on the Integral-Equation-Formalism39,40,42

of the Polarizable Continuum Model38 (IEF-PCM) algorithm
for solving the NPE using the polarized continuous quantum
mechanical charge density of the solute. The first of these, called
the SMD33 model (SM is a general prefix for solvation models
developed in our group, and “D” in the name stands for
“density”), and the other three IEF-PCM-based models38,41,43,45

differ in the atomic radii used to define the boundary between
solute and solvent. The other two models are Solvation
Model 8 (SM8)31 and Solvation Model 8 with Asymmetric
Descreening (SM8AD),34 both of which utilize the GB
approximation for bulk electrostatics based on self-consis-
tently polarized class IV57 partial atomic charges. In most
of the calculations here we use the CM4M charge model,58

although these models can also be employed with a more
general CM430 charge model.

We can now revisit a key issue already raised in the
Introduction. In all the SMx models employed here (x ) D,
8, or 8AD), the observable fixed-concentration solvation free
energy is partitioned algorithmically into two components.
The first component is the bulk electrostatic contribution
resulting from the interaction of a solute with its reaction
field, which is the electric field produced by the polarized

charge density that the solute induces in the solvent. This
component is treated self-consistently. The second compo-
nent is called the cavity-dispersion-solvent-structure (CDS)
term and is the contribution arising from short-range interac-
tions between the solute and solvent molecules in the first
solvation shell. This contribution is a sum of terms that are
proportional (with geometry-dependent proportionality con-
stants called atomic surface tensions) to the solvent-accessible
surface areas of the individual atoms of the solute.27-34,54,55

In all SMx models, the CDS term is not included in the self-
consistent reaction field procedure, and, therefore, it does
not alter the resulting electronic wave function and it has no
effect on system properties (such as dipole moments or NMR
chemical shifts) other than the free energy of solvation.
The other widely available parametrizations based on
PCM37,41,43,45 also involve non-bulk-electrostatic terms (usu-
ally called cavity-dispersion-repulsion terms) that do not
influence the calculation of solute properties (note that “non-
bulk-electrostatic” means terms that are not due to bulk
electrostatics, not electrostatic terms that are nonbulk in
character). Thus, we will consider only the bulk-electrostatic
problem hereafter.

A key issue in all implicit solvation models is the boundary
between the solute cavity where ε < εs and the solvent
continuum where ε ) εs. In the SMD, SM8, and SM8AD
models, or in PCM models employing scaled Bondi59 radii
(see below), the boundary between the solute cavity and the
solvent dielectric continuum is defined to enclose a super-
position of nuclear-centered spheres with radii Fzk

, which are
called intrinsic Coulomb radii. The intrinsic Coulomb radii
depend only on the atomic numbers Zk of the atoms. This
boundary forms a so-called solvent-accessible surface (SAS).
The IEF-PCM-based calculations use the following ap-
proximation of the reaction field at an arbitrary position r
within the SAS

where rm is the position of the center of an element m of
surface area on the solute-solvent boundary (such elements
are called tessarae), and qm is an apparent surface charge on
element m. In contrast, the GB approximation within the SM8
and SM8AD protocols is equivalent to approximating the
reaction field distribution as

where rk and rk′ are evaluated only at atomic positions, qk′
is a partial charge on atom k′, and fkk′ is a function to be
specified. The value of a single term in eq 4 is called a
Coulomb integral.

One successful function fkk′ for approximating the Coulomb
integrals is the dielectric descreening approximation of Still
et al.,53 which yields

∆GEP ) 〈Ψ|H(0) - e
2
φ|Ψ〉 + e

2 ∑
k

Zkφk - 〈Ψ(0)|H(0)|Ψ(0)〉

(2)

φ(r) ) ∑
m

qm

|r - rm|
(3)

φk ) ∑
k'

qk'

|rk - rk'|
fkk' (4)

fkk' ) -(1 - 1
εs

) rkk'

√rkk'
2 + RkRk' exp(-rkk'

2 /dRkRk')
(5)
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where

and where d is a parameter, εs is the dielectric constant of
the bulk solvent, and Rk is the descreened atomic radius of
atom k; Rk represents an appropriately weighted average
distance of atom k from the solvent, and it is called a Born
radius. The number of elements m in eq 3 is in principle
increased to convergence, whereas the number of terms k′
in eq 4 is equal to the number of atoms in the solute. A
relation connecting eqs 3-6 is given as follows37

The SM8 model treats dielectric descreening effects by
the Coulomb-field approximation53 such that a partial ef-
fective charge in the solute interacts with the solvent by a
charge-induced dipole interaction that varies as r-4, where r
is the distance between the partial atomic charge and a
volume element of the continuum solvent. The Coulomb-
field approximation leads to the following formula for the
Born radius53-55

In eq 8, R′ is the radius of the sphere centered on atom k
that completely engulfs all other spheres centered on the other
atoms of the solute, FZk

is the intrinsic Coulomb radius of
atom k, and Ak(r) is the exposed area of a sphere of radius
r that is centered on atom k. This area depends on the
geometry of the solute and the radii of the spheres centered
on all the other atoms in the solute.

Grycuk has shown recently56 that, when the partial atomic
charge is asymmetrically situated in the molecule, i.e., not
located at the center of the molecule, one can apparently
estimate the dielectric descreening more accurately by using
a shorter-range function proportional to r-6. Therefore the
SM8AD model uses an alternative functional form for the
Born radius Rk, which is given by56

The SM8AD model is an extension of the SM8 model that
replaces eq 8 by eq 9 to better account for the asymmetric
descreening (AD).

SM8, SMD, and SM8AD have atomic radii optimized to
free energies of solvation for ions. The four PCM-based
models we consider are SMD and three older models whose
bulk electrostatic treatment differs from SMD only in the
choice of the solute-solvent boundary: (i) PCM-UA0, where
UA0 is a united atom topological model;44 (ii) PCM-UAKS,
which also uses united atoms,41 but in this case optimized
for the calculation of free energies of solvation with
Kohn-Sham density functional theory;45 (iii) and PCM-1.2B
where 1.2B denotes that the cavities are based on atomic
spheres defined by Bondi’s atomic radii times 1.2. The Bondi
radii59 are widely used atomic van der Waals radii, and the

scale factor used here is 1.2, which, plus or minus ∼0.05, is
a widely used value adopted by several groups.37,60-64 The
PCM-UA0 and PCM-1.2B models are effectively defined
for all solvents because the only solvent-dependent parameter
upon which there is a non-negligible dependence of the
electrostatic response is ε. However, the electrostatic response
of the UAKS model depends significantly not only on ε but
also on R, which is a scale factor for solute radii. For the
solvents considered in this article, R is 1.4 for cyclohexane,
benzene, carbon tetrachloride, chloroform, dichloromethane,
acetone, acetonitrile, and dimethylsulfoxide, 1.3 for diethyl
ether, and 1.2 for ethanol, methanol, and water; and it is
undefined for hexane, 1,4-dioxane, 2,2,2-trifluoro-ethanol,
N,N-dimethylformamide, and ethylene glycol. We note that
changing R from 1.2 to 1.4 can have a large effect on the
chemical shift, often as much as 2-3 ppm.

We will also compare to some calculations of Zhan and
Chipman16 so it is useful to place their methods and
nomenclature in the context of what was discussed above.
Zhan and Chipman point out that the usual approximate
solutions of the NPE in terms of an apparent polarization
charge density on the cavity surface are valid only when the
solute charge is entirely within the surface, which is never
the case for real solutes because all atomic and molecular
wave functions have exponentially decreasing tails. For real
solutes, one also needs to introduce an apparent polarization
charge density in the volume outside the cavity. Zhan and
Chipman use SPE to denote methods that neglect this and
SVPE to denote methods that include it. Chipman also points
out that one can simulate volume polarization by adding
additional apparent surface charge density,25,65,66 and he calls
this SS(V)PE.25 Although a simple surface-polarization NPE
solver would correspond to the SPE approach,25 the IEF-
PCM model includes an implicit correction for the effect of
solute charge outside the cavity, and it can be formulated so
as to be exactly the same as SS(V)PE.37

3.B. Nuclear Magnetic Resonance Chemical Shield-
ing. NMR shielding constant tensors are calculated using a
variational perturbative approach.67-69 For a nucleus K they
are calculated by

where Ik is the nuclear magnetic moment, B is the magnitude
of the applied magnetic field, and G is the free energy of
the system. For the gauge invariance of the origin problem,67

the most popular approach is to work with gauge invariant
atomic orbitals (GIAO),70-72 which includes complex factors
in the basis functions and gives rise to gauge-invariant
molecular properties. Other common methods to deal with
this issue in quantum chemistry codes include Individual
Gauge for Localized Orbitals (IGLO)73 and Continuous Set
of Gauge Transformations (CSGT)74 (which is equivalent
to the CTOCD-DZ scheme of Lazzeretti75,76).

The chemical shift is defined as minus the difference
between the nuclear shielding constant and a reference value.

rkk' ≡ |rk - rk'| (6)

∑
m

qm ) -(1 - 1
εs

) ∑
k'

qk' (7)

Rk ) ( 1
R'

+ ∫
FZk

R' Ak(r)

4πr4
dr)-1

(8)

Rk ) ( 1

R'3
+ ∫

FZk

R' 3Ak(r)

4πr6
dr)-1/3

(9)
σk ) 1 + ∂

2G(B, I)
∂Ik∂B |

B)0,Ik)0
(10)
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4. Computational Details

4.A. Software. All the calculations in this study were done
using a locally modified version77,78 of the Gaussian0345

electronic structure suite.
4.B. DFT/M06-L. For our electronic structure model we

chose to use density functional theory (DFT) and in particular
the meta-GGA local functional M06-L.79 We based this
choice on a recent study80 indicating that M06-L predicted
NMR chemical shielding constants the most accurately in a
comparison of several modern functionals for a diverse data
set.

4.C. CSGT. The Continuous Set of Gauge Transforma-
tions74 method was used in this work to calculate shielding
constants, since the more popular GIAO70-72 approach is
not implemented in Gaussian03 for meta-GGA or hybrid
meta-GGA density functionals. Cheeseman et al.81 have
shown that CSGT and GIAO give very similar results, except
that CSGT seems to have a slower convergence with respect
to basis set.

4.D. Basis Set and Geometries. It is known that calcula-
tions of NMR chemical shielding tensors are very sensitive
to basis set size and quality. However, it is also recognized
that there is no reliable population analysis based on
calculations that employ large basis sets.82 Therefore, the
CM4 and CM4M charge models, used to compute qk values
in the SM8 and SM8AD solvation models, do not have
parameters for triple-� or larger basis sets. To learn more
about basis set requirements, various exploratory studies were
carried out. In section 6.A we present the influence of basis
sets on the chemical shift of acetonitrile in four different
solvents. Section 6.D.3 gives a different perspective by
analyzing the effects of using a large basis set including
diffuse functions and a smaller basis set with all core
functions decontracted, in the computations of relative
nitrogen shielding constants for the whole set of experimental
data used in this work.

Since there is disagreement in the literature16,19,24,83,84

concerning the influence of geometry relaxation effects on
solvent shifts, we similarly studied acetonitrile in four
different solvents with and without solution-phase geometry
optimization. These results are in section 6.B.

5. Methods

5.A. Fitting Approach. In the first part of this study, we
followed an approach similar to one taken by Zhan and
Chipman16 to uniformly shift the calculated results so as best
to compare with the experimental data in solution and in
particular with the change in chemical shift as a function of
solvent. The convention adopted here is the one in which
the positive direction of the scale corresponds to increasing
magnetic shielding (upfield).

The first step taken was to calculate the nitrogen isotropic
chemical shielding for the four selected solutes in four or
five arbitrary solvents by SM8, SMD, and SM8AD. Since
all of the experimental data used were relative to external
neat nitromethane, we uniformly shifted the calculated results
by a constant amount in order to correct, in a least-squares
sense, for this and systematic errors (e.g., basis set incom-

pleteness, approximate density functional, etc.). For each
solvation model and solute, a shifting constant labeled D
was obtained. The new values of relative shielding constants
(σcalc + D) were then fit to the following equation

where σ is equal to the calculated shielding σcalc + D, B and
A are optimized parameters, and ε is the dielectric constant
of the medium. If σ were a function only of the dielectric
constant, and if only polarization effects were important, B
+ A could be regarded as the gas phase value, but since that
is not true we cannot guarantee any physical meaning to
them.

The parameters A and B were separately fit for each solute
and method. An equation describing the dielectric depen-
dence of each solute for each of the SMx models was found,
and the results were plotted as a function of (ε-1)/ε. The
same procedure was applied for each of the models with
intrinsic Coulomb radii scaled by 0.8 and 1.2 to gauge the
sensitivity of the results to these parameters and because
scaling the radii by different factors had previously been
determined sometimes to give improved results in prior
studies with different solvation models.16,21,22

Since the wave function of the solute is affected only by
bulk electrostatic effects in the solvation models used here,
A and B reflect only polarization contributions to the solvent
shift. Other specific contributions such as the high anisotropy
of molecular magnetizability in some solvents such as
benzene,4 van der Waals forces, and the deviation of
hydrogen bonding from a purely electrostatic effect would
be implicitly included in the parameters A and B were the
fitting procedure of eq 11 to be applied to experimental data
as opposed to the theoretical data derived from the continuum
solvation models. Our goals here are to determine the degree
to which the three SMx models predict the correct variation
of the shielding constants compared to experiment, to
examine more closely those cases where they fail, to identify
possible corrections in such cases, and to see in general how
the predicted results are affected by scaling the intrinsic
Coulomb radii.

5.B. Solvent Shifts Relative to CCl4. Based on the results
obtained with the method described in section 5.A, we
formulated an extended approach to compute 14N solvent
shifts vs carbon tetrachloride as a reference solvent. In
particular, for solutes where the nitrogen atom is likely to
be involved in hydrogen bonds as an acceptor and the solvent
has an Abraham’s hydrogen bond acidity85 R g 0.5 (note
that our R is called ∑R2 by Abraham), we suggest calcula-
tions with liquid-phase optimized solute-solvent clusters to
improve accuracy. A complete discussion of this approach
with results for the SMx models, a comparison with other
implicit solvation methods, and the effects of scaling the radii
by an increasing factor are presented in section 6.D.

6. Results and Discussion

We use SMD in sections 6.A and 6.B, SMD, SM8, and
SM8AD in section 6.C, and all six solvation models in
section 6.D. Experimentalists interested only in the solvent

σ ) B + A/ε (11)
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shifts on NMR shielding constants may skip sections
6.A-6.C and go straight to 6.D.

6.A. Basis Set Dependence of Nuclear Shielding. Since
we are concerned with solvent shifts, an exploratory study
was done to examine the effect of basis sets on this relative
quantity. We selected acetonitrile as the solute, with the gas-
phase geometry optimized by M06-L/6-311++G(2df,2p),
and we calculated the nitrogen shielding constants using
SMD as the solvent model in four different solvents, namely:
cyclohexane, chloroform, water, and acetone, with each of
the following basis sets: 6-31G(d), 6-31+G(d,p), 6-311++G-
(3df,3p),86-90 and the quadruple-� aug-pcS-3,91-93 which
was specially designed for the computation of nuclear
magnetic resonance shielding constants by density functional
methods.

The results are presented in Table 1; the largest differences
between the solvent-to-solvent shifts calculated with aug-
pcS-3 and 6-31G(d) are 3.78 and 3.42 ppm, but the ordering
of the solvent-to-solvent shifts is consistent between the two
basis sets. Since 6-31G(d) has well-established CM4M
parameters, which are necessary for the computation of qk

values in eq 4, we decided to use this basis set for all
chemical shift calculations, unless stated otherwise.

Irrespective of the convenience of the 6-31G(d) basis set
for use with the SM8 and SM8AD models, the choice of
this smaller basis set may also be more accurate for the SMD
and PCM calculations, in spite of the usual rule that “bigger
is better” when it comes to basis sets for electronic structure
calculations. In particular we note that Zhan and Chipman16

compared the performance of an SPE continuum solvation
model (which is defined in section 3.A) that employs a
surface-charge formalism to represent the solvent reaction
to solute charge inside the cavity to that of an SVPE model
that also includes polarization due to solute charge in the
volume external to the molecular cavity. They observed that
the former led to inaccurate chemical shift variations unless
unrealistically large cavities were employed, while a “nor-
mal” cavity (defined as one that could also be put to routine
use for computing free energies of solvation) was able to
give realistic results only when volume polarization was
included.16 This problem should be mitigated in the SMD
and PCM models examined in this article because they are
all based on IEF-PCM, which (as discussed in section 3.A)
should be able to simulate volume polarization. Nevertheless
this observation suggests that the use of larger basis sets,
particularly those that include diffuse functions that permit
additional electronic charge density outside a typical solute
cavity, may lead to instability in SMD-based and PCM-based
chemical shift calculations. In contrast, decontracting the core
basis functions centered on the atoms present in the system

cannot lead to increased charge penetration, as the portion
of the electronic density described by these functions is
certainly inside the molecular cavity. Therefore, this approach
should give improved chemical shifts. We will assess these
points further in section 6.D.3.

6.B. Geometry Relaxation Effects. In order to decide
whether or not to optimize the geometry of the solute in the
liquid phase, we carried out an exploratory study to look at
geometry relaxation effects on the chemical shift. We
selected acetonitrile as our test solute because it has the
largest range of solvent-to-solvent shifts (23 ppm) of the four
solutes in the test set.7-9 Acetonitrile was optimized in
cyclohexane, water, acetone, and chloroform at the SMD/
M06-L/6-311++G(2df,2p) level, and the NMR shielding
constants were calculated in each solvent at the SMD/M06-L
level but with the 6-31G(d) basis set. The trends shown in
Table 2 make it clear that optimizing the geometry in the
different liquids has little quantitative effect on the solvent-
to-solvent shifts. Therefore, all the geometries used here were
optimized at the gas phase M06-L/6-311++G(2df,2p) level,
unless mentioned otherwise.

6.C. Dependence of the Chemical Shift on Dielectric
Constant. 6.C.1. SolVent Shifts of Acetonitrile. 14N chemical
shift data have been reported9 for acetonitrile in fourteen
solvents with neat nitromethane as an external reference.
Table 3 and Figure 1 compare computed and experimental
results. Each curve describing the dielectric dependence of
the CH3CN 14N chemical shift (using eq 11) was fitted to
the computed isotropic shielding constants in CCl4 (ε )
2.2280), CH2Cl2 (ε ) 8.93), CH3CN (ε ) 35.688), and
CHCl3 (ε ) 4.7113).94 We show here only the plots for
standard models. Plots for models having scaled radii are
presented in the Supporting Information. Mean unsigned
errors between theory and experiment were calculated using
the following equation

Table 1. Calculated Relative 14N Shielding Constants (in ppm) of Acetonitrile with Gas-Phase Geometry Optimized by
M06-L/6-311++G(2df,2p)

solvent shift 6-31G(d) 6-31+G(d,p) 6-311++G(3df,3p) aug-pcS-3

cyclohexane-water 12.8 14.0 16.2 16.6
cyclohexane-acetone 11.6 12.7 14.7 15.0
cyclohexane-chloroform 7.0 7.6 8.7 9.0
chloroform-water 5.8 6.4 7.4 7.6
chloroform-acetone 4.7 5.1 5.9 6.1
acetone-water 1.2 1.3 1.5 1.5

Table 2. Relative Shielding Constants (in ppm) of
Acetonitrile Calculated Using the Gas-Phase and
Liquid-Phase Geometries

solvent shift liquid geometry gaseous geometry

cyclohexane-water 13.1 12.8
cyclohexane-acetone 11.9 11.6
cyclohexane-chloroform 7.1 7.0
chloroform-water 5.9 5.8
chloroform-acetone 4.8 4.7
acetone-water 1.2 1.2

MUE ) ∑
i)1

N |σi - σexp,i|

N
(12)
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where σi refers to the value predicted by eq 11 for a solvent
having dielectric constant ε, σexp is the experimental value,9

and N is the number of experimental results for a given
molecule.

Table 3 indicates that scaling the standard intrinsic
Coulomb radii of the SM8 and SM8AD models either fails
to improve the predicted results or improves them by at most
a very small amount. For SMD, on the other hand, increasing
the radii by a factor of 1.2 does show an improvement in
the MUE. The SMx models show correct qualitative dielec-
tric dependence of the 14N chemical shielding in solute
acetonitrile. There are, however, large discrepancies between
the experimental and computed results for water and 2,2,2-
trifluoroethanol (TFE). Both of these solvents are strong
hydrogen bond donors, and it seems reasonable to assume
that hydrogen bonding to the nitrile nitrogen lone pair may
be responsible for this disagreement. Thus, the MUEs for
acetonitrile were also calculated excluding water and TFE
(last column of Table 3), resulting in an error reduction from

34% to 39% for the models with standard radii. For water
and TFE, a correction in the calculated shifts to account for
hydrogen bonding is discussed in the next section.

If we exclude water and TFE, SM8AD delivers the best
performance for solvent-to-solvent shifts in the case of
acetonitrile using standard radii. SM8 is nearly as accurate,
and SMD is the most accurate of all if the cavity radii are
scaled by a factor of 1.2.

6.C.2. Cluster Calculations of Hydrogen-Bonding Cor-
rections to the SolVent Shift. The data for CH3CN suggest
that hydrogen bonds play a role in nuclear shielding that is
not well described by continuum solvation models. To
evaluate this point further, we optimized acetonitrile-water
and acetonitrile-TFE clusters in their respective liquid phases
at the SM8/M06-L/6-31G(d) level and the shielding constants
were calculated for the clusters with each of the SMx mod-
els using the 6-31G(d) basis set. Figure 2 shows the
geometries of the optimized clusters in solution, and Table
4 presents the results of this approach compared to the fully
implicit solvent case.

The fully implicit solvent approach significantly under-
estimates the shieldings and also predicts higher shielding
constants for water than for TFE, which fails to agree with
the experimental data. The cluster calculations are in
significantly improved agreement with experiment and also
give the correct order for water vs TFE. SMD is the model
that is most quantitatively accurate here, but SM8 and
SM8AD also indicate the importance of clustering.

6.C.3. SolVent Shifts of Methyl Isothiocyanate. Measure-
ments of 14N chemical shifts in CH3NCS have been reported

Table 3. Fitting Parameters of Eq 11 and MUEs (ppm) for
14N Chemical Shifts of Acetonitrile

D B A MUE MUEXb

F ) 1a

SM8 86.09 136.97 -20.31 3.4 2.2
SMD 83.35 139.53 -25.92 3.5 2.7
SM8AD 89.10 135.96 -15.26 3.4 2.1

F ) 0.8
SM8 75.02 141.18 -41.29 4.6 4.2
SMD 71.85 142.54 -48.10 6.1 5.3
SM8AD 81.34 138.74 -29.12 5.3 2.6

F ) 1.2
SM8 91.02 135.33 -12.11 3.5 2.1
SMD 89.21 136.22 -16.53 3.3 2.0
SM8AD 92.94 134.75 -9.21 3.7 2.3

a F is a scaling factor for the intrinsic Coulomb radii in each of
the models, where unity corresponds to the standard models.
b Mean unsigned errors excluding the solvents water and TFE.

Figure 1. Acetonitrile nitrogen shielding as a function of
solvent dielectric constant. Diamonds represent experimental
results, the red curve represents eq 11 fitted to SMD results,
the blue curve represents eq 11 fitted to SM8 results, and
the green curve represents eq 11 fitted to SM8AD results.

Figure 2. Liquid-phase optimized solute-solvent clusters for
A) acetonitrile-water and B) acetonitrile-2,2,2-trifluoroethanol.

Table 4. Acetonitrile 14N Shielding Constants (ppm) in
Water and TFE Relative to CCl4 as Solvent

solvent SM8 SMD SM8AD experiment

Cluster of Acetonitrile with Solvent
water 14.1 15.7 13.3 18.2
2,2,2-trifluoroethanol 17.4 18.3 17.5 21.6

Only Implicit Solvent
water 8.1 11.1 5.9 18.2
2,2,2-trifluoroethanol 7.5 11.0 5.5 21.6
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in ten solvents.8 The experimental data range over 9.9 ppm.
Fits to eq 11 were based on the calculated 14N data in
n-hexane (ε ) 1.8819), 1,4-dioxane (ε ) 2.2099), CHCl3 (ε
) 4.7113), CH2Cl2 (ε ) 8.93), and acetone (ε ) 20.493).94

Table 5 and Figure 3 present the results.

Again, scaling the model radii fails to have much effect
on the mean accuracy of the SM8 or SM8AD results, but a
scaling factor of 1.2 leads to improved accuracy for SMD.
The SMx models are all consistent with the experimental
trend of decreasing chemical shift with increasing dielectric
constant. Such behavior contrasts with that of the SPE and
SVPE models of Zhan and Chipman,16 who hypothesized
that untreated nonelectrostatic effects were required to
capture this trend. The cavities for SPE and SVPE are chosen
as surfaces of constant electron density; this is in contrast to
the SMx models, which use fixed radii for individual atoms.
One possible explanation is that in the case of MeNCS, the
isodensity surface varies in ways that reverses the inverse
relationship between chemical shift and the dielectric function
seen here for the constant radius models, and this causes

the isodensity models to fail to reproduce the direction of
the experimental trend.

6.C.4. SolVent Shifts of Methyl Nitrate. For CH3ONO2,
nitrogen NMR data have been reported in 12 solvents.8 The
experimental data range over only 5.1 ppm, i.e., this solute
is the least sensitive to solvent of the four considered here.
Fits to eq 11 were based on the calculated 14N data in
n-hexane (ε ) 1.8819), CHCl3 (ε ) 4.7113), CH2Cl2 (ε )
8.93), and acetone (ε ) 20.493).94 The results found are
presented in Table 6 and Figure 4.

The use of radii scaled by a factor of 0.8 leads to
improvements in the accuracy of all three SMx models, but
the sensitivity of the MUEs to radii is rather small, varying
by at most about 0.4 ppm over the scaling range from 0.8 to
1.2. We note that the methyl nitrate data set does contain
measurements for 1,2-ethanediol and 2,2,2-trifluoroethanol
as solvents. However, while these solvents have R g 0.5,
no unusual deviation is observed from the continuum
predictions, consistent with the nitrogen atom in the nitrate
functional group being a poor hydrogen-bond acceptor.

Table 5. Fitting Parametersa and MUEs (ppm) for 14N
Shielding Constants of Methyl Isothiocyanate

D B A MUE

F ) 1b

SM8 105.99 290.37 7.50 1.5
SMD 109.16 288.68 13.68 1.9
SM8AD 106.60 290.01 8.79 1.6

F ) 0.8
SM8 106.99 289.44 10.92 1.7
SMD 113.26 286.77 21.47 2.7
SM8AD 108.34 288.54 14.22 1.9

F ) 1.2
SM8 104.88 290.99 5.20 1.5
SMD 106.60 290.04 8.68 1.6
SM8AD 105.38 290.74 6.13 1.5

a Equation 11. b F is a scaling factor for the intrinsic Coulomb
radii in each of the models, where F ) 1 corresponds to the
standard models.

Figure 3. Nitrogen shielding in CH3NCS as a function of
solvent dielectric constant. Diamonds represent experimental
results, the red curve represents eq 11 fitted to SMD results,
the blue curve represents eq 11 fitted to SM8 results, and
the green curve represents eq 11 fitted to SM8AD results.

Table 6. Fitting Parameters of Eq 11 and MUEs (ppm) for
14N Chemical Shifts of Methyl Nitrate

D B A MUE

F ) 1a

SM8 89.41 38.90 4.67 0.9
SMD 89.60 38.67 5.63 0.8
SM8AD 89.87 38.73 5.41 0.8

F ) 0.8
SM8 91.17 38.18 7.83 0.6
SMD 92.09 37.64 10.22 0.7
SM8AD 91.86 37.89 9.10 0.6

F ) 1.2
SM8 88.45 39.16 3.49 1.0
SMD 88.45 39.12 3.66 1.0
SM8AD 88.57 39.19 3.38 1.0

a F is a scaling factor for the intrinsic Coulomb radii in each of
the models; F ) 1 corresponds to the standard models.

Figure 4. Nitrogen shielding of CH3ONO2 as a function of
solvent dielectric constant. Diamonds represent experimental
results, the red curve represents eq 11 fitted to SMD results,
the blue curve represents eq 11 fitted to SM8 results, and
the green curve represents eq 11 fitted to SM8AD results.
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6.C.5. SolVent Shifts of Nitromethane. For CH3NO2, NMR
experiments have been carried out in thirteen solvents, and
the experimental data range over 9.1 ppm.7 Fits to eq 11
were based on the calculated 14N data in benzene (ε )
2.2706), diethyl ether (ε ) 4.24), acetone (ε ) 20.493), and
acetonitrile (ε ) 35.688).94 Table 7 and Figure 5 present
the results.

Scaling the cavity radii does not improve the results for
any SMx model, although scaling by a factor of 1.2 does
not degrade the results much either. Considering Figure 5,
the discrepancy between experiment and theory is somewhat
larger for nitromethane than for the other three solutes studied
here, but the largest error is for 1,4-dioxane as solvent (4.1
ppm). The source of this error is not clear, as no particular
structural effects associated with this solvent are obvious.

6.C.6. General Discussion of the Fitting Approach. Table
8 shows the combined MUE and RMSE for each of the SMx
models tested, including the models with scaled radii but
excluding acetonitrile in water and 2,2,2-trifluoroethanol. For
the SM8 and SM8AD models, the best results are obtained
with the standard model radii. For the SMD model, a
quantitative improvement of about 0.2 ppm is obtained after

scaling of the radii by a factor of 1.2. This same scaling
decreases the accuracy of the SM8 and SM8AD models by
small margins. All of the models exhibit significantly poorer
performance when a scale factor of 0.8 is used.

Zhan and Chipman,16 in an approach that motivated the
one used here, tested their SVPE and SPE solvent models
with the molecular cavity being defined by various isodensity
contours, and they found in their best case a root mean
squared error of 2.3 ppm for 48 experimental data (we have
used 49). Table 8 shows that the SMx models have somewhat
improved quantitative accuracy compared to SVPE and SPE;
in particular they have root mean squared errors of only
1.8-2.1 ppm. Furthermore they correctly predict the inverse
dependence of the 14N chemical shift of methyl isothiocy-
anate on dielectric constant. Zhan and Chipman16 had
concluded that the inclusion of volume polarization is very
important for the solvation effects on nitrogen shielding.
Therefore it is very encouraging that all three SMx methods
yield a smaller root mean squared error and exhibit more
accurate trends than the SVPE model, which includes this
effect. SM8 and SM8AD do not treat volume polarization
explicitly, and SMD treats it approximately, like SS(V)PE,
because it is based on IEF-PCM.

Mennucci et al. also studied the dependence of nitrogen
shielding constants on the cavity size,21,22 with the concern
that cavities that may give qualitatively correct free energies
of solvation could lead to inaccurate molecular properties.
Various approaches were tested, the most important ones
being the following: scaling all the intrinsic Coulomb radii
by the same factors, scaling different groups (in the case of
a united-atom approach) by different factors, and mixing
different kinds of molecular cavities with different scaling
factors, i.e., mixing scaled Bondi radii for some atoms with
scaled radii for united-atom groups. For acetonitrile in water,
they found that scaling the van der Waals radii by 1.4
improved the results in a reasonable manner, while no
improvements were seen in the case of cyclohexane.21

However, in a different paper,22 an opposite trend was found,
since scaling all radii by 1.4 gave rise to improved results
for diazines in cyclohexane, but no improvement was seen
for water.

Based on these other results and those reported here, it
would appear that the radii that have been optimized against
free energies of solvation for continuum models that ap-

Table 7. Fitting Parameters and MUEs (ppm) for 14N
Chemical Shifts of Nitromethane

D B A MUE

F ) 1.0a

SM8 79.78 -0.16 13.19 1.5
SMD 78.29 -0.18 13.27 1.5
SM8AD 80.57 -0.42 14.51 1.6

F ) 0.8
SM8 86.32 -2.39 25.01 2.3
SMD 84.68 -2.38 24.91 2.3
SM8AD 87.79 -2.92 27.81 2.7

F ) 1.2
SM8 76.36 0.80 8.02 1.6
SMD 75.52 0.76 8.24 1.6
SM8AD 76.58 0.74 8.34 1.6

a F is the scaling factor for the intrinsic Coulomb radii; D, B, and
A are defined by eq 11.

Figure 5. Nitrogen shielding in CH3NO2 as a function of
solvent dielectric constant. Diamonds represent experimental
results, the red curve represents eq 11 fitted to SMD results,
the blue curve represents eq 11 fitted to SM8 results, and
the green curve represents eq 11 fitted to SM8AD results.

Table 8. MUEs and RMSEs (ppm) for Combined Eq 11
Fits

MUE RMSE

F ) 1.0a

SM8 1.5 1.8
SMD 1.7 2.1
SM8AD 1.5 1.8

F ) 0.8
SM8 2.2 3.1
SMD 2.7 3.8
SM8AD 2.0 2.6

F ) 1.2
SM8 1.5 1.9
SMD 1.5 1.8
SM8AD 1.6 2.0

a F is the scaling factor for the intrinsic Coulomb radii.

2292 J. Chem. Theory Comput., Vol. 5, No. 9, 2009 Ribeiro et al.



proximately solve the Poisson equation are somewhat too
small for the accurate calculation of 14N chemical shifts, as
scaling the radii optimized for free energies by factors
ranging from 1.2 to 1.4 tends to lead to improved accuracy
(although not in every instance). With the generalized Born
models, on the other hand, a single set of radii seems equally
suited to either task, although scaling the radii by a factor
of 1.2 only degrades chemical shift predictions by a small
amount. However, these conclusions are based on a fitting
approach that may improve the results in a nonsystematic
manner. To understand this situation better, another study
was performed to more directly investigate the effects of
scaling the radii in generalized Born and NPE models, and
the results are discussed in section 6.D.2.

6.D. Solvent Shifts Relative to CCl4. 6.D.1. Standard
Radii. Equation 11, as used in section 6.C, offers a method
to assess the qualitative accuracy of the various solvation
models with respect to predicting solvation effects on 14N
chemical shifts, but, in the absence of data in enough solvents
to do a fit, it is not a practical means for actually predicting
chemical shift values. In this section we present a more
straightforward protocol for the computation of 14N solvent-
to-solvent shifts. Since this protocol calculates solvent-to-
solvent shifts, it is convenient to define a reference solvent.
We choose CCl4 as it does not make hydrogen bonds, and it
is a commonly used solvent.

In the procedure adopted in this section, one calculates
the shielding in a desired solvent using one of the SMx
models, and one calculates the difference from the result
obtained by the same model for the shielding in the reference
solvent, CCl4. If the nitrogen atom of the solute for which
the solvent shift is being calculated is known to make strong
hydrogen bonds with the chosen solvent, then a cluster
calculation is carried out with one explicit solvent molecule
(and the rest of the solvent still implicit); otherwise all solvent
molecules are implicit. The criterion we adopted for deciding
if this situation applies to a specific system is whether the
Abraham’s hydrogen bond acidity of the solvent in which
the solute is immersed is greater than 0.5. In this work, this
criterion applied only to CH3CN in water and TFE, and the
cluster geometries for these two cases were optimized in the
liquid phase with SM8/M06-L/6-31G(d).

In order to place the performance of the SMx models in
the context of what can be obtained with other implicit
solvation models for solvent-to-solvent shifts, we compared
three other models to experiment employing the same basis
set (6-31G(d)), the same gas-phase M06-L/6-311++G(2df,2p)
geometries, and the same liquid-phase SM8/M06-L/6-31G(d)
cluster geometries. The implicit models to which we
compared are three IEF-PCM continuum solvent methods
present in the popular Gaussian03 computer package: (i)
PCM with UA044 radii, (ii) PCM with UAKS41 radii, and
(iii) PCM with Bondi’s atomic radii59 multiplied by the
scaling factor 1.2. For (i) we computed the solvent shifts
using the B3LYP95-98 and M06-L79 density functionals.
B3LYP was chosen simply because it is the most popular
functional in the chemical literature, and UA0 radii were
chosen because they are the default option for PCM
calculations in Gaussian03. In the case of PCM with the

UAKS radii (ii), we chose to use M06-L and PBE099 as the
density functional since the UAKS parameters were opti-
mized for density functional theory with the PBE0/6-31G(d)
method. For (iii) we did calculations only with M06-L.
SM8AD calculations were also done with B3LYP and PBE0
in order to assess sensitivity to density functional. Results
are presented in Tables 9 and 10 for each solute in the order
of increasing solvent dielectric constant. In these tables, as
well as later tables, mean unsigned errors were computed
from unrounded data.

Large deviations are observed when 1,4-dioxane is chosen
as a solvent. This solvent evidently gives rise to interactions
that cannot be described by any of the implicit solvent
models, all of which are restricted to describing results related
to changes in dielectric constant. Benzene is another prob-
lematic nonpolar solvent, but this is more understandable as
the continuum solvent models cannot reproduce effects such
as solvent ring current, which may affect the nuclear
shielding constants of solute atoms in aromatic solvents.
Continuum solvent models also neglect charge transfer
between solute and solvent.

The SMx models SM8 and SM8AD provide the lowest
MUEs compared to experiment for any of the functional/
solvation model combinations tested. However, none of the
models show particularly large errors, although use of the
UA0 radii in conjunction with PCM cannot be recommended.
MUEs from SM8AD with B3LYP and PBE0 are about 0.2
ppm better than those with M06-L. The good performance
of SM8 relative to PCM-UA0 is particularly interesting since
it has been suggested by three of the authors of Gaussian03
and co-authors100 that the reason that the UA0 cavities (which
are the default choice in Gaussian03) predict less accurate
free energies of solvation than SM8 is that they represent a
compromise designed to give insight into various solute
properties, including magnetic properties and response
properties. Although the research underlying the mentioned
compromise is apparently unpublished, the inference one
could draw from that suggestion is that PCM-UA0 might
give more accurate magnetic response properties than SM8.
The results here indicate that this is not the case. The SM8
model is more accurate, although the SM8 model was clearly
optimized only for free energies of solvation. We should note
though that there was an attempt to make the model as
physical as possible within the constraints of the chosen
functional forms (e.g., no specification of types of atoms is
used, and the radii are independent of both overall charge
and partial atomic charges).

6.D.2. SolVent Shifts RelatiVe to CCl4 - Scaled Radii
Models. Since the fitting approach indicated that scaling the
radii of SMD by a factor of 1.2 improved agreement with
experiment, we decided to test this issue for the case of shifts
relative to carbon tetrachloride described in section 6.D.1.
We examined three models, namely, SMD, PCM-1.2B, and
SM8. For each of these models, all of the radii were scaled
by a factor of 1.2 (meaning for PCM-1.2B the final radii
were 1.44 times larger than Bondi radii), and the nitrogen
shielding was calculated with the M06-L functional and
6-31G(d) basis set. The results for these methods are present
in Table 11. In no instance is agreement with experiment
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improved compared to the results provided in Table 9.
While this may in part be associated with choosing carbon
tetrachloride as a reference solvent, it suggests that scaling
of radii cannot be considered to be a general requirement
for accurate NPE-based predictions, and the fitting ap-
proach embodied in eq 11 is best employed only to assess
qualitatively the dielectric dependence of the solvent shifts
predicted by each model.

Another way to scale the radii is to scale them
differently in each solvent, as in the UAKS model. The
original example of this is the work of Luque, Orozco,
and co-workers, who called their version of PCM by the
name MST, and who scaled the Pauling radii by 1.25 in
water,60 1.60 in chloroform,101 and 1.80 in carbon
tetrachloride.102 Another example of this is the UAHF
model,41 upon which the UAKS model is a variation. We

Table 9. Predicted Relative Shielding Constants (ppm) Using the M06-L Density Functional

SM8 SMD SM8AD PCM-UA0 PCM-UAKS PCM-1.2B experiment

CH3CN
CCl4-C6H12 -0.8 -0.1 -0.7 -0.9 -0.6 -0.9 -1.4
CCl4-1,4-dioxane -0.1 -0.1 -0.1 -0.1 NAa -0.1 5.0
CCl4-C6H6 0.1 0.1 0.1 0.1 0.0 0.1 2.4
CCl4-Et2O 4.1 5.3 3.2 4.3 4.9 4.7 2.5
CCl4-CHCl3 4.4 6.0 3.3 4.9 3.5 5.4 7.3
CCl4-CH2Cl2 6.6 8.6 5.0 7.1 5.0 7.8 7.4
CCl4-acetone 8.3 10.6 6.3 8.7 6.1 9.6 6.3
CCl4-EtOH 8.5 11.0 6.4 8.9 12.0 9.8 11.1
CCl4-TFEb 17.4 18.3 17.5 15.8 NA 17.2 21.6
CCl4-MeOH 8.7 11.2 6.6 9.2 12.3 10.1 12.4
CCl4-CH3CN 8.6 11.3 6.5 9.2 6.5 10.2 8.1
CCl4-DMSO 9.0 11.5 6.8 9.4 6.6 10.4 6.8
CCl4-waterb 14.1 15.7 13.3 12.3 15.1 14.2 18.2
MUE 2.5 2.4 2.8 2.8 NA 2.6

CH3NO2

CCl4-1,4-dioxane 0.0 0.3 0.0 0.0 NA 0.0 -5.3
CCl4-C6H6 -0.1 0.2 -0.1 0.0 -0.0 0.0 -2.7
CCl4-Et2O -2.5 -2.0 -2.7 -1.9 -2.5 -2.3 -3.2
CCl4-CHCl3 -2.8 -3.3 -3.1 -2.2 -1.7 -2.6 -3.3
CCl4-CH2Cl2 -4.0 -4.2 -4.5 -3.2 -2.5 -3.8 -3.9
CCl4-acetone -5.1 -4.7 -5.6 -3.9 -3.0 -4.6 -6.3
CCl4-EtOH -5.0 -7.9 -5.5 -4.0 -6.4 -4.8 -4.4
CCl4-MeOH -5.1 -8.7 -5.6 -4.1 -6.5 -5.0 -5.1
CCl4-CH3CN -5.6 -5.3 -6.1 -4.1 -3.2 -5.0 -6.9
CCl4-DMF -5.2 -4.8 -5.7 -4.1 NA -5.0 -7.8
CCl4-DMSO -5.2 -4.9 -5.8 -4.2 -3.3 -5.0 -9.1
CCl4-H2O -8.8 -9.1 -9.5 -4.3 -6.8 -5.2 -9.1
MUE 1.6 2.3 1.5 2.6 NA 2.0

CH3NCS
CCl4-C6H14 0.5 0.9 0.6 0.7 NA 0.6 3.2
CCl4-1,4-dioxane 0.0 0.0 0.0 0.0 NA 0.0 -2.7
CCl4-C6H6 -0.1 0.0 -0.1 0.0 0.0 -0.1 -1.1
CCl4-Et2O -1.6 -2.8 -1.8 -2.3 -2.6 -1.9 0.7
CCl4-CHCl3 -1.6 -3.2 -1.8 -2.6 -1.9 -2.3 -2.1
CCl4-CH2Cl2 -2.5 -4.6 -2.9 -3.8 -2.7 -3.3 -2.0
CCl4-acetone -3.2 -5.7 -3.8 -4.7 -3.3 -4.0 -2.8
CCl4-MeOH -3.4 -6.0 -4.1 -5.0 -6.6 -4.2 -1.6
CCl4-DMSO -3.5 -6.2 -4.2 -5.1 -3.5 -4.3 -6.7
MUE 1.7 2.4 1.8 2.1 NA 1.9

CH3ONO2

CCl4-C6H14 0.3 0.3 0.4 0.3 NA 0.3 0.3
CCl4-1,4-dioxane 0.0 0.1 0.0 0.0 NA 0.0 -3.0
CCl4-C6H6 0.0 0.0 0.0 0.0 0.0 0.0 -1.5
CCl4-Et2O -0.1 -1.0 -1.1 -0.9 -1.1 -1.1 -1.5
CCl4-CHCl3 -1.2 -1.6 -1.4 -1.0 -0.8 -1.2 -1.9
CCl4-CH2Cl2 -1.7 -1.7 -1.9 -1.5 -1.1 -1.7 -2.7
CCl4-acetone -1.9 -1.9 -2.2 -1.8 -1.4 -2.1 -3.5
CCl4-TFE -1.9 -3.8 -2.2 -1.9 NA -2.3 -3.9
CCl4-MeOH -1.9 -3.8 -2.2 -1.9 -2.7 -2.3 -3.5
CCl4-1,2-ethanediol -1.9 -3.9 -2.3 -1.9 NA -2.3 -3.9
CCl4-DMSO -2.0 -2.3 -2.3 -1.9 -1.5 -2.3 -4.8
MUE 1.5 1.0 1.3 1.6 NA 1.4
subset MUEc 1.6 1.9 1.6 2.0 1.9 1.7
total MUE 1.9 2.0 1.9 2.3 NA 2.0

a NA denotes not applicable because the method is not defined for this solvent. b These results were provided by cluster calculations with
the solute and a single solvent molecule optimized with SM8/M06-L/6-31G(d). c Includes only the rows where all methods are defined.
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test the PCM-MST method in Table 12, whichsunlike
other tablessshows errors in shielding constants, not shield-
ing constants. This approach does much better than other
models (except clustered SMD) for the CCl4-H2O shift of
CH3CN. Overall, PCM-MST is better than PCM-1.2B for
CC14-H2O shifts, but it is consistently worse for CCl4-CHCl3

shifts. Comparing PCM-MST and the SMx models on a case
by case basis, for the cases in Table 12, excluding the bare
solute row, SMD performs the best, and SM8, SM8AD, and
PCM-MST perform about equally well. In view of the limited
number of solvents for which this test is possible, we will
draw our final conclusions based on the mean unsigned errors
for the larger and more diverse sets of solvents.

Table 10. Predicted Relative Shielding Constants (ppm)
using the PBE0 and B3LYP Density Functionals

B3LYP PBE0

PCM-
UA0 SM8AD

PCM-
UAKS SM8AD experiment

CH3CN
CCl4-C6H12 -0.9 -0.7 -0.6 -0.7 -1.4
CCl4-1,4-dioxane -0.1 -0.1 NAa -0.1 5.0
CCl4-C6H6 0.1 0.1 1.0 0.1 2.4
CCl4-Et2O 4.8 3.5 5.4 3.6 2.5
CCl4-CHCl3 5.4 3.7 3.9 3.8 7.3
CCl4-CH2Cl2 7.8 5.6 5.6 5.7 7.4
CCl4-acetone 9.5 7.0 6.8 7.2 6.3
CCl4-EtOH 9.7 7.2 13.4 7.3 11.1
CCl4-TFEb 17.2 19.4 NA 20.2 21.6
CCl4-MeOH 10.0 7.4 13.7 7.5 12.4
CCl4-CH3CN 10.1 7.3 7.3 7.4 8.1
CCl4-DMSO 10.3 7.6 7.4 7.7 6.8
CCl4-waterb 13.2 14.7 17.1 15.4 18.2
MUE 2.6 2.4 NA 2.3

CH3NO2

CCl4-1,4-dioxane 0.0 0.0 NA 0.0 -5.3
CCl4-C6H6 0.0 -0.1 0.0 -0.1 -2.7
CCl4-Et2O -2.1 -3.0 0.0 -3.1 -3.2
CCl4-CHCl3 -2.4 -3.3 -2.8 -3.4 -3.3
CCl4-CH2Cl2 -3.4 -4.8 -7.2 -5.0 -3.9
CCl4-acetone -4.2 -6.1 -2.8 -6.3 -6.3
CCl4-EtOH -4.3 -6.0 -7.3 -6.1 -4.4
CCl4-MeOH -4.4 -6.1 -7.0 -6.3 -5.1
CCl4-CH3CN -4.5 -6.7 -3.4 -6.8 -6.9
CCl4-DMF -4.5 -6.2 NA -6.3 -7.8
CCl4-DMSO -4.6 -6.3 -1.6 -6.4 -9.1
CCl4-water -4.7 -10.3 -3.6 -10.5 -9.1
MUE 2.3 1.5 2.3 1.5

CH3NCS
CCl4-C6H14 0.8 0.6 NA 0.7 3.2
CCl4-1,4-dioxane 0.0 0.0 NA 0.0 -2.7
CCl4-C6H6 0.0 -0.1 0.0 -0.1 -1.1
CCl4-Et2O -2.6 -1.8 -2.9 -2.0 0.7
CCl4-CHCl3 -2.9 -1.8 -2.1 -1.9 -2.1
CCl4-acetone -5.2 -3.8 -3.7 -4.0 -2.8
CCl4-CH2Cl2 -4.2 -2.9 -3.0 -3.1 -2.0
CCl4-MeOH -5.5 -4.0 -7.4 -4.3 -1.6
CCl4-DMSO -5.7 -4.2 -4.0 -4.4 -6.7
MUE 2.2 1.8 NA 1.8

CH3ONO2

CCl4-C6H14 0.3 0.4 NA 0.5 0.3
CCl4-1,4-dioxane 0.0 0.0 NA 0.0 -3.0
CCl4-C6H6 0.0 0.0 0.0 0.0 -1.5
CCl4-Et2O -1.0 -1.2 -1.2 -1.3 -1.5
CCl4-CHCl3 -1.2 -1.6 -0.9 -1.6 -1.9
CCl4-CH2Cl2 -1.7 -2.2 -1.3 -2.3 -2.7
CCl4-acetone -2.0 -2.5 -1.6 -2.6 -3.5
CCl4-TFE -2.1 -2.5 NA -2.6 -3.9
CCl4-MeOH -2.1 -2.6 -3.1 -2.6 -3.5
CCl4-1,2-ethanediol -2.2 -2.6 NA -2.7 -3.9
CCl4-DMSO -2.2 -2.6 -1.7 -2.7 -4.8
MUE 1.4 1.1 NA 1.1
subset MUEc 2.0 1.5 1.9 1.5
total MUE 2.2 1.7 NA 1.7

a NA denotes not applicable because the method is not
defined for this solvent. b These results were provided by
cluster calculations with the solute and a single solvent
molecule optimized with SM8/M06-L/6-31G(d). c Includes only
the rows where all methods are defined.

Table 11. Prediction of Relative Shielding Constants with
the M06-L Functional and Continuum Solvent Models with
Radii Scaled by 1.2

SMD PCM-1.2B SM8 experiment

CH3CN
CCl4-C6H12 -0.6 -0.6 -0.5 -1.4
CCl4-1,4-dioxane 0.1 0.0 0.0 5.0
CCl4-C6H6 0.1 0.0 0.1 2.4
CCl4-Et2O 3.3 3.0 2.5 2.5
CCl4-CHCl3 3.8 3.4 2.7 7.3
CCl4-CH2Cl2 5.4 4.9 4.0 7.4
CCl4-acetone 6.6 6.1 4.9 6.3
CCl4-EtOH 6.8 6.2 4.5 11.1
CCl4-TFEa 17.4 16.1 16.1 21.6
CCl4-MeOH 7.0 6.4 4.6 12.4
CCl4-CH3CN 7.0 6.4 5.1 8.1
CCl4-DMSO 7.1 6.5 5.3 6.8
CCl4-watera 13.8 12.3 12.0 18.2
MUE 2.7 3.0 3.7

CH3NO2

CCl4-1,4-dioxane 0.2 0.0 0.0 -5.3
CCl4-C6H6 0.1 0.0 -0.1 -2.7
CCl4-Et2O -1.2 -1.5 -1.4 -3.2
CCl4-CHCl3 -2.1 -1.7 -2.3 -3.3
CCl4-CH2Cl2 -2.6 -2.4 -2.9 -3.9
CCl4-acetone -2.9 -3.0 -3.1 -6.3
CCl4-EtOH -5.1 -3.0 -5.1 -4.4
CCl4-MeOH -5.8 -3.1 -5.7 -5.1
CCl4-CH3CN -3.3 -3.2 -3.4 -6.9
CCl4-DMF -2.9 -3.2 -3.0 -7.8
CCl4-DMSO -3.0 -3.2 -3.0 -9.1
CCl4-H2O -6.0 -3.3 -5.9 -9.1
MUE 2.9 3.3 2.8

CH3NCS
CCl4-C6H14 0.6 0.4 0.4 3.2
CCl4-1,4-dioxane 0.0 0.0 0.0 -2.7
CCl4-C6H6 0.0 0.0 0.0 -1.1
CCl4-Et2O -1.8 -1.2 -1.1 0.7
CCl4-CHCl3 -2.0 -1.4 -1.2 -2.1
CCl4-CH2Cl2 -2.9 -2.0 -1.7 -2.8
CCl4-acetone -3.6 -2.5 -2.1 -2.0
CCl4-MeOH -3.8 -2.7 -2.1 -1.6
CCl4-DMSO -3.9 -2.7 -2.3 -6.7
MUE 1.7 1.6 1.7

CH3ONO2

CCl4-C6H14 0.3 0.2 0.2 0.3
CCl4-1,4-dioxane 0.1 0.0 0.0 -3.0
CCl4-C6H6 0.0 0.0 -0.0 -1.5
CCl4-Et2O -0.6 -0.7 -0.6 -1.5
CCl4-CHCl3 -1.0 -0.8 -0.9 -1.9
CCl4-CH2Cl2 -1.3 -1.2 -1.1 -2.7
CCl4-acetone -1.4 -1.4 -1.5 -3.5
CCl4-TFE -2.6 -1.5 -1.0 -3.9
CCl4-MeOH -2.6 -1.5 -1.0 -3.5
CCl4-1,2-ethanediol -2.7 -1.6 -1.1 -3.9
CCl4-DMSO -1.5 -1.6 -1.2 -4.8
MUE 1.5 1.8 2.0
total MUE 2.3 2.5 2.6

a These results were provided by cluster calculations with the
solute and a single solvent molecule optimized with SM8/M06-L/
6-31G(d).
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6.D.3. SolVent Shifts RelatiVe to CCl4 - Extended Basis
Set Results. In order to test if an increase in the basis set
size would give more accurate results for NPE-solvers, we
undertook additional calculations for the entire test set at
the SMD/M06-L/6-311++G(2df,2p) and SMD/M06-L/
111111-31G(d) levels, where the latter is a decontracted
version of the 6-31G(d) basis set. Results are presented in
Table 13.

Table 13 shows that increasing the basis set size by
decontracting core functions does not increase the accuracy
of the model tested here. Almost no difference in the mean
errors is seen for the methods that used the contracted and
decontracted versions of the 6-31G(d) basis set, which
illustrates the small effect of core functions in isotropic
shielding constants. Indeed, the average change in absolute
nuclear shielding upon this decontraction is only 0.3 ppm.

SMD/M06-L/6-311++G(2df,2p) show slight improve-
ments for methyl nitrate and nitromethane, but the opposite
is observed for acetonitrile and methyl isothiocyanate, and
the total mean unsigned error for this method is 20% larger
than when 6-31G(d) is used as the basis set in either its
decontracted or standard version. As noted above in section
6.A, we ascribe this decrease in accuracy to the greater
charge penetration outside of the solute cavity with the larger
basis set. Table 14 lists the errors on total polarization charges
(i.e., the amount by which the qm failed to satisfy eq 7) for
each solute in each solvent for the SMD model with the
6-31G(d) and 6-311++G(2df,2p) basis sets; these provide
some measure of the amount of outlying charge, and larger
errorssup to 50% largersare found for 6-311++G(2df,2p)
in every case. We conclude that the smaller basis set results
are likely to be more physical.

7. Additional Discussion

It has been emphasized in previous work35,103,104 that there
is no fundamental way to separate electrostatic and nonelec-
trostatic contributions to solvation. The long-range effects
of bulk solvent can be estimated quite reasonably from the
bulk dielectric constant, so the questionable contributions
are all localized to the nearby solvent and are dominated by
the first solvation shell.28 Provided, though, that nonelec-
trostatic terms dependent on the nature and extent of first-
solvation-shell effects are optimized to be consistent with a
systematic and well-defined scheme for bulk-electrostatic
effects, one can obtain good across-the-board accuracy for

free energies of solvation in both aqueous and diverse
nonaqueous media.28-34,104 However in SCRF models, only
the terms treated self-consistently have an effect on the
electronic properties of the solute (for a given solute
geometry), and all widely used methods for calculating
solvation energies treat only the bulk-electrostatic terms
self-consistently.36,37 Since one can obtain reasonable sol-
vation free energies without carrying out self-consistent
calculations even when one underestimates or neglects the
electrostatic contributions,105,106 obtaining accurate solvation
free energies does not guarantee accurate response of solute
properties to the density,103,104 and separate tests are neces-
sary. However it is not clear what properties of the solute
can provide definitive tests. For example, the partial atomic
charges of the solute provide a clear physical picture of solute
polarization,107 but they are not physically observable. The
dipole moment of a solute molecule is a physical observable
in the gas phase, and it is sensitive to solute response,103

but it is not precisely defined in solution because there is no
unique way to divide electron density between the solute
and the solvent. Zhan and Chipman16 have suggested that
the solvent dependence of NMR chemical shielding at
nitrogen can be used to evaluate the treatment of solute
electron-density response, and we have adopted their sug-
gestion in the present work.

In practical work the extent of predicted solute polarization
is primarily controlled by the choice of cavity size and shape,
where the solute cavity is defined as the region in which the
dielectric constant is unity; the dielectric constant is set equal
to the bulk value outside the cavity. In the SMx models we
have optimized the parameters that control the cavity size
and shape primarily to free energies of solvation of ions,108

both clustered with explicit solvent molecules109,110 and
unclustered; since these quantities are dominated by bulk
electrostatics, this provides a realistic way to pin down the
partition into bulk electrostatic effects and other effects. The
PCM solvation models have used other criteria for cavity
parameters.37,41,44,60-64,101,102 In fact, the multitude of cavity
definition protocols in modern continuum solvation models,
including some which adjust atomic radii as a function of
partial atomic charge (a choice not adopted in the SMx
models), attests to the lack of consensus on what is the most
realistic way to define the cavities. The present study to
confirm the usefulness of the approach adopted in the SMx
models is therefore useful.

Table 12. Magnitudes of the Errors in Calculated 14N Shielding Constants, Relative to Their Values in CCl4

PCM-MST SM8 SMD SM8AD PCM-UA0 PCM-UAKS PCM-1.2B

CH3CN
CCl4-CHCl3 3.1 2.9 1.3 4.0 2.3 3.8 1.9
CCl4-H2O (bare solute) 2.6 10.2 6.4 12.4 8.6 5.4 7.6
CCl4-H2O (cluster) 1.4 4.2 1.1 5.0 5.9 3.1 4.2

CH3NO2

CCl4-CHCl3 1.0 0.5 0.0 0.2 1.1 1.6 0.7
CCl4-H2O 0.2 0.3 0.0 0.4 4.8 2.3 3.9

CH3NCS
CCl4-CHCl3 0.5 0.5 1.1 0.3 0.6 0.2 0.2

CH3ONO2

CCl4-CHCl3 0.9 0.7 0.4 0.6 0.9 1.2 0.7
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Hydrogen bonding between the solute and solvent is the
classic example of a solute-solvent interaction with atomic-
scale character that cannot be understood entirely in terms
of bulk solvent properties. And yet even hydrogen bonding
is often dominated by electrostatics.111 One particularly
informative study of the solvent effect on an NMR nuclear

shielding of a hydrogen-bonded system is the study of the
17O chemical shielding in acetone by Aidas et al.112 They
found that the gas-to-water solvent shift is underestimated
by 22 pm (30%) by the PCM-UA0 model. They pointed out
that it had been suggested17,21,113 that larger cavities might
be employed in the PCM model to improve the calculated
shieldings but that larger cavities would make the agreement

Table 13. Prediction of Relative Shielding Constants with
SMD/M06-L/6-311++G(2df,2p) and SMD/M06-L/
111111-31G(d)

SMD/
111111-31G(d)

SMD/
6-311++G(2df,2p) experiment

CH3CN
CCl4-C6H12 -1.0 -2.2 -1.4
CCl4-1,4-dioxane -0.1 -0.1 5.0
CCl4-C6H6 0.1 0.1 2.4
CCl4-Et2O 5.3 6.6 2.5
CCl4-CHCl3 6.0 7.5 7.3
CCl4-CH2Cl2 8.6 10.9 7.4
CCl4-acetone 10.6 13.4 6.3
CCl4-EtOH 10.9 13.7 11.1
CCl4-TFEa 18.3 19.0 21.6
CCl4-MeOH 11.2 14.1 12.4
CCl4-CH3CN 11.3 14.3 8.1
CCl4-DMSO 11.5 14.5 6.8
CCl4-watera 15.7 16.7 18.2
MUE 2.5 3.5
MUE (6-31G(d)) 2.4

CH3NO2

CCl4-1,4-dioxane 0.3 0.3 -5.3
CCl4-C6H6 0.2 0.3 -2.7
CCl4-Et2O -2.0 -2.4 -3.2
CCl4-CHCl3 -3.3 -3.8 -3.3
CCl4-CH2Cl2 -4.3 -5.0 -3.9
CCl4-acetone -4.8 -5.6 -6.3
CCl4-EtOH -7.9 -8.8 -4.4
CCl4-MeOH -8.7 -9.5 -5.1
CCl4-CH3CN -5.3 -6.2 -6.9
CCl4-DMF -4.8 -5.7 -7.8
CCl4-DMSO -4.9 -5.8 -9.1
CCl4-H2O -9.0 -9.9 -9.1
MUE 2.3 2.3
MUE(6-31G(d)) 2.3

CH3NCS
CCl4-C6H14 0.9 1.0 3.2
CCl4-1,4-dioxane 0.0 0.0 -2.7
CCl4-C6H6 0.0 0.0 -1.1
CCl4-Et2O -2.8 -3.3 0.7
CCl4-CHCl3 -3.2 -3.7 -2.1
CCl4-CH2Cl2 -4.7 -5.4 -2.8
CCl4-acetone -5.8 -6.7 -2.0
CCl4-MeOH -6.1 -7.0 -1.6
CCl4-DMSO -6.2 -7.2 -6.7
MUE 2.4 2.8
MUE(6-31G(d)) 2.4

CH3ONO2

CCl4-C6H14 0.4 0.5 0.3
CCl4-1,4-dioxane 0.1 0.1 -3.0
CCl4-C6H6 0.1 0.1 -1.5
CCl4-Et2O -1.0 -1.2 -1.5
CCl4-CHCl3 -1.6 -1.8 -1.9
CCl4-CH2Cl2 -2.0 -2.4 -2.7
CCl4-acetone -2.2 -2.7 -3.5
CCl4-TFE -3.8 -4.2 -3.9
CCl4-MeOH -3.8 -4.3 -3.5
CCl4-1,2-ethanediol -3.9 -4.3 -3.9
CCl4-DMSO -2.3 -2.7 -4.8
MUE 1.0 0.8
MUE (6-31G(d)) 1.0
total MUE 2.0 2.4
total MUE(6-31G(d)) 2.0

a These results were provided by cluster calculations with the
solute and a single solvent molecule optimized with SM8/M06-L/
6-31G(d).

Table 14. Error on Total Polarization Charges (in au)
Given by the Methods SMD/M06-L/6-31G(d) and SMD/
M06-L/6-311++G(2df,2p)

SMD/6-31G(d) SMD/6-311++G(2df,2p)

CH3CN
C6H12 0.008 0.010
1,4-dioxane 0.009 0.011
C6H6 0.009 0.011
CCl4 0.009 0.011
Et2O 0.012 0.015
CHCl3 0.012 0.016
CH2Cl2 0.014 0.018
acetone 0.014 0.019
EtOH 0.015 0.019
TFE 0.015 0.019
MeOH 0.015 0.019
CH3CN 0.015 0.019
DMSO 0.015 0.019
H2O 0.015 0.020
average 0.012 0.016

CH3NO2

1,4-dioxane 0.004 0.005
C6H6 0.004 0.005
CCl4 0.004 0.005
Et2O 0.006 0.007
CHCl3 0.007 0.009
CH2Cl2 0.007 0.009
acetone 0.007 0.009
EtOH 0.015 0.022
MeOH 0.020 0.028
CH3CN 0.007 0.009
DMF 0.007 0.008
DMSO 0.007 0.008
H2O 0.020 0.029
average 0.009 0.012

CH3NCS
C6H14 0.008 0.009
1,4-dioxane 0.007 0.008
C6H6 0.008 0.009
CCl4 0.008 0.009
Et2O 0.011 0.013
CHCl3 0.011 0.013
CH2Cl2 0.013 0.015
acetone 0.014 0.016
MeOH 0.014 0.016
DMSO 0.014 0.014
average 0.011 0.012

CH3ONO2

CCl4 0.004 0.005
C6H14 0.003 0.004
1,4-dioxane 0.004 0.005
C6H6 0.004 0.005
Et2O 0.005 0.006
CHCl3 0.007 0.009
CH2Cl2 0.007 0.009
acetone 0.007 0.008
TFE 0.021 0.029
MeOH 0.021 0.029
1,2-ethanediol 0.022 0.029
DMSO 0.007 0.008
average 0.009 0.012
total average 0.010 0.013
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worse. To obtain a more accurate value, they instead
employed a procedure combining several elements. First they
sampled 700 configurations of acetone in water in a molec-
ular dynamics simulation with explicit water molecules. For
each configuration they then carried out an SCRF calculation
on a supersolute consisting of acetone and the two closest
water molecules, which yielded widely distributed values
with a standard deviation from the mean of 13 ppm.
Averaging over these values yields a shift of 76.5 ppm, which
happens to be within 1.1 ppm of experiment. In the standard
approach one attempts to find a cavity definition where a
calculation at a single representative solute geometry (and
often with only implicit water) yields the average result
directly. Here we use one explicit water when there is
hydrogen bonding of the solvent to the atom at which the
chemical shift is measured, but nevertheless the large spread
of values found for instantaneous solvent configurations in
the work of Aidas et al. shows why it is hard to capture the
effect of a specific hydrogen bonding interaction with a
calculation for a single solute-solvent configuration.

8. Conclusions

Several combinations of continuum solvation models and
density functionals were assessed for their ability to predict
the solvent dependence of 49 14N chemical shifts in four
different solutes and seventeen different solvents. We
conclude the following from our results:

(1) The continuum solvent models do not give particularly
reliable predictions of the solvent shifts; errors range from
about 1.7 to 3.0 ppm depending on the model. In part this
reflects the importance of specific solute-solvent interac-
tions, but if we nevertheless ask which existing continuum
solvation model is best (smallest mean unsigned errors) for
computing the solvent dependence of 14N chemical shifts,
we find that the generalized Born models SM8 and SM8AD,
used with their standard values for the intrinsic Coulomb
radii, perform the best-despite the fact that these models were
optimized for the computation of molecular free energies of
solvation. SMD and PCM-1.2B, which determine the reaction
field from approximate solution of the nonhomogeneous
Poisson equation, also give better results when their standard
radii are used. Although earlier studies21,22 scaled standard
radii by factors greater than one, and the fitting approach
presented in section 6.C suggested that this could be a useful
way of improving the solvent shifts predicted by NPE-based
models, this approach did not improve the accuracy of
solvent shifts computed relative to carbon tetrachloride.

(2) Including a specific solvent molecule in a solute-solvent
cluster improves predicted 14N chemical shifts when a strong
hydrogen bond is made from the solvent molecule to the
nitrogen atom of the solute.

(3) All SMx models correctly predict the positive or
negative dielectric dependence of the solvent shifts in all
four solutes studied here, CH3CN, CH3NO2, CH3NCS, and
CH3ONO2, in contrast to previous findings with the SVPE
and SPE methods.

(4) Increasing the basis set size for PCM-based models
does not improve the calculation of NMR chemical shifts in
solution, as larger basis sets including diffuse functions lead

to larger quantities of outlying charge. In PCM-based models,
such outlying charge contributes to unphysical effects on
computed nuclear shieldings.

(5) The SM8 and SM8AD solvation models offered the
most quantitatively accurate results compared to experiment
when solvent-to-solvent shifts were examined. Most calcula-
tions were carried out with the M06-L density functional,
but substitution of B3LYP or PBE0 for M06-L gave slightly
improved accuracy in the case of SM8AD. Solvation models
such as PCM that are based on a reaction field determined
from an approximate solution of the nonhomogeneous
Poisson equation showed somewhat reduced accuracy. The
success of the SMx models is encouraging because the SMx
models also provide excellent accuracy for free energies of
solvation,31-34 much better for example than does the default
version of PCM in Gaussian03.

It thus appears that the Coulomb radii normally used to
predict free energies of solvation in the SMx models are also
the most appropriate ones for predicting NMR shielding
constants in solution and that those solvation models that
do best for free energies of solvation are also reasonable
choices for property calculations. It will be interesting in
the future to identify other well-defined solvent response
properties that will permit this question to be assessed in
more detail.

Acknowledgment. The authors are grateful to Roberto
Cammi and Daniel Chipman for many stimulating discus-
sions. This work was supported in part by the National
Science Foundation under grant nos. CHE06-10183 and
CHE07-04974.

Supporting Information Available: Plots of the
dependence on dielectric constant of the relative nitrogen
shielding calculated by the scaled radii SMx models. This
material is available free of charge via the Internet at http://
pubs.acs.org.

References

(1) Pople, J. A.; Schneider, W. G.; Bernstein, H. J. High
Resolution Nuclear Magnetic Resonance. McGraw-Hill:
New York, 1959.

(2) Emsley, J. W.; Feeney, J.; Sutcliffe, L. H. High Resolution
Nuclear Magnetic Resonance Spectroscopy; Pergamon
Press: 1965; Vol. 1.

(3) Ando, I.; Webb, G. A. Theory of NMR Parameters;
Academic Press: New York, 1983.

(4) Buckingham, A. D.; Schaefer, T.; Schneider, W. G. J. Chem.
Phys. 1960, 32, 1227.

(5) Kamlet, M. J.; Abboud, J. L. M.; Abraham, M. H.; Taft,
R. W. J. Org. Chem. 1983, 48, 2877.

(6) Begtrup, M.; Taft, R. W.; Kamlet, M. J. J. Org. Chem. 1986,
51, 2130.

(7) Witanowski, M.; Sitkowski, J.; Biernat, S.; Kamienski, B.;
Hamdi, B. T.; Webb, G. A. Magn. Reson. Chem. 1985, 23,
748.

(8) Witanowski, M.; Sitkowski, J.; Biernat, S.; Sudha, L. V.;
Webb, G. A. Magn. Reson. Chem. 1987, 25, 725.

(9) Witanowski, M.; Sicinska, W.; Webb, G. A. Magn. Reson.
Chem. 1989, 27, 380.

2298 J. Chem. Theory Comput., Vol. 5, No. 9, 2009 Ribeiro et al.



(10) Witanowski, M.; Stefaniak, L.; Webb, G. A. In Annual
Reports on NMR spectroscopy; Webb, G. A., Ed.; Aca-
demic Press: London, 1993, Vol. 25, p. 86.

(11) Witanowski, M.; Sicinska, W.; Biedrzycka, Z.; Grabowski,
Z.; Webb, G. A. J. Magn. Reson. A 1995, 112, 66.

(12) Witanowski, M.; Biedrzycka, Z.; Sicinska, W.; Grabowski,
Z. J. Magn. Reson. 2003, 164, 212.

(13) Alkorta, I.; Elguero, J. Struct. Chem. 2003, 14, 377.

(14) Bagno, A.; Rastrelli, F.; Saielli, G. Prog. Nucl. Magn.
Reson. Spectrosc. 2005, 47, 41.

(15) Cammi, R. J. Chem. Phys. 1998, 109, 3185.

(16) Zhan, C.-G.; Chipman, D. M. J. Chem. Phys. 1999, 110,
1611.

(17) Cammi, R.; Mennucci, B.; Tomasi, J. J. Chem. Phys. 1999,
110, 7627.
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Abstract: Model systems have been studied using density functional theory to assess the
contributions of π-resonance and through-space effects on electrostatic potentials (ESPs) of
substituted arenes. The results contradict the widespread assumption that changes in molecular
ESPs reflect only local changes in the electron density. Substituent effects on the ESP above
the molecular plane are commonly attributed to changes in the aryl π-system. We show that
ESP changes for a collection of substituted benzenes and more complex aromatic systems
can be accounted for mostly by through-space effects, with no change in the aryl π-electron
density. Only when π-resonance effects are substantial do they influence changes to any extent
in the ESP above the aromatic ring. Examples of substituted arenes studied here are taken
from the fields of drug design, host-guest chemistry, and crystal engineering. These findings
emphasize the potential pitfalls of assuming ESP changes reflect changes in the local electron
density. Since ESP changes are frequently used to rationalize and predict intermolecular
interactions, these findings have profound implications for our understanding of substituent effects
in countless areas of chemistry and molecular biology. Specifically, in many noncovalent
interactions there are significant, often neglected, through-space interactions with the substituents.
Finally, the present results explain the good performance of many molecular mechanics force-
fields when applied to supramolecular assembly phenomena, despite the neglect of the
polarization of the aryl π-system by substituents.

I. Introduction

Molecular electrostatic potentials (ESPs) have emerged as
powerful predictive and interpretive tools in disparate areas
of chemistry, rational drug design, and molecular biology.1,2

Colorful plots of ESPs have been used to rationalize trends
in organic reactivity3 and binding in host-guest complexes
and noncovalent interactions (cation/π, π-π, etc.).4-9 In-
formation gleaned from ESPs is often utilized in analyses
of protein-ligand and protein-protein interactions10 as well
as studies of the folding of model proteins.11 Quantitative
ESP-based reactivity descriptors have also emerged, offering
alternatives to traditional substituent constants.12 Computed
ESPs have been correlated with impact sensitivities of
explosive compounds13 and toxicity in polychlorinated

biphenyls (PCBs).14 Moreover, ESPs can be readily com-
puted using standard electronic structure theory packages or
derived from experimental X-ray diffraction data,15 providing
a simple, easily accessible tool for understanding numerous
phenomena.

The ESP at a given point near a molecule is a measure
of the electrostatic energy a positive unit test charge would
experience at that point. Negative ESPs correspond to an
attractive interaction with this test charge, while positive
ESPs indicate repulsion. Nonuniform electrostatic poten-
tials arise in molecular environments from the competing
effects of the nuclear charges and the surrounding
electrons. The use of ESPs to predict and rationalize
reactivity trends was pioneered by Scrocco, Tomasi, and
co-workers,16 who studied electrophilic attack of three-
membered rings and nucleic acid bases and proton
affinities of amides. Subsequently, ESP plots have been
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applied to sundry chemical systems driven, in large part,
by the many reports of Politzer and Murray.2,3 ESP plots
also enjoy wide applicability in the analysis of noncovalent
interactions. They have been used in the development of
conceptual models of the electrostatic component of
prototypical interactions, and they have provided a simple
means of approximating the interaction strength and
geometry of noncovalent complexes.4-9 ESPs have been
applied to noncovalent interactions of increasingly com-
plex systems, culminating in studies of protein-ligand and
protein-protein interactions.4

Unfortunately, the literature is peppered with false as-
sumptions regarding the effect of substituents on ESPs. It is
common to equate changes in the ESP in a given region with
local changes in the electron density. For example, in a recent
study of noncovalent interactions in mechanically interlocked
compounds, Goddard, Stoddart, and co-workers17 used ESP
plots to evaluate electron density differences of the central
naphthalene core for a series of substituted systems. Indeed,
when presenting ESP plots, many authors explicitly label
regions of negative electrostatic potential as “electron-rich”
and positive ESP regions as “electron-poor”.18 This connec-
tion between ESP values and the local electron density is
also advanced in otherwise stellar textbooks on physical
organic chemistry19 and in publications advocating the use
of ESP plots in undergraduate education.20 Politzer and
Murray3 emphasized nearly two decades ago that the ESP
is the “net result at a given point of the integrated effects of
all of the electrons and nuclei, whereas F(r) of course
represents only the electronic density at that point.” While
negative ESPs often do correspond to electron-rich regions,
the assumption that changes in ESPs necessarily indicate
local changes in the electron density is incorrect.

The gas-phase ESP at a given point, V(r), is defined by
eq 1, where ZA and RA are the charge and position of nucleus
A, respectively, and F(r′) is the electron density at position
r′, all in atomic units:

The integral in eq 1 runs over all space. Thus, at a given
point, the ESP is dependent on the electron density in all
surrounding space, though this dependency dies off with
distance. Despite this 1/r dependence, seemingly subtle
changes in the electron density can have profound effects
on the ESP at a given point several angstroms away. For
example, a charge of 0.1 e contributes more than 10 kcal
mol-1 to the ESP at a distance of 3 Å.

Substituent effects on aromatic rings have been studied
extensively since the pioneering work of Hammett.21 Gener-
ally, the effects of a substituent on an aryl ring are transmitted
via numerous potential mechanisms, which are often con-
ceptually divided into π-resonance, inductive (through-σ-
bond), and field (through-space) effects.22 There have been
numerous attempts to quantify these often competing effects,
leading to the development of a bevy of substituent con-
stants.23 Among the most popular separations of π- and
σ-effects come from the works of Roberts and Moreland,24

Taft,25 and Swain and Lupton,26 who partitioned substituent
constants into resonance effects (as quantified by σR or R)
and inductive/field effects (σI or F). In these schemes, more
negative numbers indicate stronger electron donating ten-
dency, while more positive values correspond to stronger
electron acceptors. Substituent effects arise from some
combination of resonance and inductive/field effects, with
the relative contribution varying with the substituent. ESP
maps of substituted benzenes should similarly reflect both
π-resonance and inductive/field effects.

The potentially large contribution of through-space sub-
stituent effects is mostly absent in discussions of arene ESPs
in the modern literature. Many authors assume changes in
arene ESPs reflect donation into or out of the aryl π-system.
For example, in their extensive studies of substituent effects
on the benzene dimer,8,9,27-29 Sherrill and co-workers
utilized ESP plots to characterize the “degree of π-density”
in substituted benzenes. This idea is appealing since it enables
simple resonance-based explanations of trends in electrostatic
potential plots. That is, the ESP above benzene substituted
with an electron-withdrawing group will generally be more
positive than that of benzene, rationalized based on resonance
forms with a formal positive charge at the ortho and para
positions. More negative ESPs above benzenes substituted
with electron donors are often explained by resonance forms
with a negative charge on the benzene ring.

Two subtle exceptions to such π-resonance-based explana-
tions of ESPs are phenol and anisole. Based on Hammett
substituent constants, OH and OMe are π-electron-donating
substituents [R(OCH3) ) -0.56, R(OH) ) -0.70],23 so the
ESPs above the aryl ring in these two systems should be
more negative than in benzene, according to the simple
π-resonance picture. However, the ESPs above phenol and
anisole are slightly more positive than that of benzene (see
Figure 1a-c). Analogously, the interactions of Na+ with
C6H5OH and C6H5OCH3 are slightly weaker than the
Na+ · · ·C6H6 interaction.5,30,31 This seemingly counterintui-
tive phenomenon has been mentioned previously,27,30,32 most

Figure 1. Plots of the electrostatic potential of (a) benzene,
(b) phenol, (c) anisole, and (d) planar nitrobenzene (left) and
perpendicular nitrobenzene (right) mapped onto electron
density isosurfaces (0.001 e/au3).

V(r) ) ∑
A

nuclei ZA

|r - RA|
- ∫ F(r′)

|r - r′| dr′ (1)
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prominently by Dougherty and co-workers,5,30 who noted
that the strength of cation-π interactions and the ESP above
the center of substituted benzenes are more strongly cor-
related with σm constants than σp. Hunter and co-workers7

also reported a strong correlation between σm and the ESP
at the centroid of substituted aromatic rings. This σm

dependence is contrary to the prevalent π-resonance-based
explanations of ESPs of substituted arenes, since σm constants
reflect mostly nonresonance effects. In the case of phenol
and anisole, the σ-withdrawing effect on the ESP overwhelms
the π-donation, as noted by Klärner and co-workers.32

A more clear-cut example of the dominant role of
inductive/field effects on ESPs was provided by Politzer and
co-workers in 1987.33 The ESP map of nitrobenzene is
positive everywhere above the aryl plane, a feature which
might naively be attributed to π-electron withdrawal. How-
ever, Politzer et al.33 showed that the ESP of nitrobenzene
is essentially unchanged upon a 90° rotation of the nitro
group (see Figure 1d). In perpendicular nitrobenzene, there
can be no π-resonance between the NO2 and the aryl
π-system, yet the ESP is still positive everywhere above the
benzene plane. Clearly, in nitrobenzene, π-resonance has
little net effect on the ESP; substituent effects on the ESP

must arise from inductive/field effects. This finding is
consistent with the typical characterization of NO2 as a strong
inductive electron-withdrawing group but modest resonance
acceptor (F ) 0.65, R ) 0.13).23

Substituent effects on the electrostatic properties of
aromatic systems are central to many areas of modern
chemistry and molecular biology, and maps of molecular
electrostatic potentials constitute a powerful and popular tool
for rationalizing and predicting noncovalent interactions.
Consequently, a full understanding of chemical and bio-
chemical systems must rest on a sound understanding of the
changes in ESPs induced by substituents. Previously, we
demonstrated31 that substituent effects on the ESP at a point
approximately 2.4 Å above the center of monosubstituted
benzenes arise primarily from direct through-space effects
of the substituents, and π-resonance effects play a relatively
minor role. We now show that, for a wide range of
substituents, changes in ESP maps of substituted aromatic
systems are generally dominated by through-space effects
of the substituents. More importantly, the widespread, often
implicit, assumption that changes in ESPs necessarily indicate
local changes in electron density is shown to be unfounded
and, in many cases, misleading.

Figure 2. Plots of electrostatic potentials of monosubstituted benzenes (first and third row) and corresponding additive ESPs
(second and fourth row). ESPs are mapped on electron density isosurfaces (0.001 e/au3) for the substituted benzene. The H
index is computed for the ESP values on the isodensity surfaces for the true and additive ESPs.
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II. Theoretical Methods

The molecular elelectrostatic potential, V(r), was evaluated
on a rectangular grid enveloping each molecule according
to eq 1 and using electron densities computed at the B3LYP/
6-31G(d) level of theory34 with Gaussian03.35 These ESP
plots are relatively insensitive to the method and basis set
employed, as demonstrated for cyanobenzene in Supporting
Information (see Figure S1). Graphical representations of
these ESPs were generated by mapping the ESP onto a
molecular surface corresponding to an isodensity contour at
F ) 0.005 or 0.001 e/au3 using UCSF Chimera.36 The wide
range of systems considered necessitated the use of several
different scales for plotted ESPs. The scales utilized are
displayed in each figure, and within a given figure, the ESP
scale is always the same to facilitate straightforward com-
parisons of different systems.

An additive ESP model was employed to differentiate
between π-resonance and inductive/field effects, con-
structed as follows for monosubstituted benzenes: for each
point on an identical rectangular grid, the ESP was
evaluated for C6H6, C6H5X, and HX, with each system
positioned so that conserved atoms were placed identically.
For example, for fluorobenzene, all six carbons and the
five unsubstituted hydrogens have the same Cartesian
coordinates in C6H6 as C6H5F. The fluorines in C6H5F and
HF also have identical coordinates. The positions of the
substituted atoms were optimized. These constraints result
in no discernible difference in ESP plots, as demonstrated
in Figure S2 of the Supporting Information. The ESPs of
C6H6 and HX were then added at each point on this grid,
and the resulting additive ESP was mapped onto the
electron density isosurface of C6H5X.37 To provide a
quantitative measure of the similarity of the additive and
true ESPs, the Hodgkin index,38 H, has been computed
for the ESP values on the plotted isodensity surfaces. The
Hodgkin index for two sets of ESP values ranges from
-1.00, for two equal but opposite sets of ESP values, to
1.00 for identical ESPs.

III. Plots of Molecular Electrostatic
Potentials

A. Substituted Benzenes. Monosubstituted benzenes
serve as models for more complex substituted aromatic
systems, and without understanding the effect of substituents
in these paradigmatic systems, there is little hope for a sound
analysis of more complex substituted arenes. Standard ESP
plots are provided for 20 substituted benzenes in Figure 2
(first and third rows). ESP plots for four aniline derivatives
are shown in the top row of Figure 3. These ESP plots show
the expected qualitative trends: electron-withdrawing sub-
stituents generally increase the ESP above the aryl ring, while
donors lead to a decrease in the ESP, relative to benzene.
These ESP maps reflect both π-resonance and inductive/field
effects, the relative contribution of which cannot be discerned
from these plots alone.

To assess the role of nonresonance effects, ESPs from an
additive model for each of these species are also plotted in
Figure 2 (second and fourth row) and the bottom row of
Figure 3 and constructed as described in Section II. This
primitive model should approximate the polarization of the
C-X σ-bond as well as the direct through-space effects of
the substituents in the substituted benzene. More importantly,
these additive ESPs reflect substituent effects on the ESP
not due to changes in the aryl π-system, since the π-electron-
density is that of unsubstituted benzene.

The similarities of the additive ESPs to the true ESPs in
Figure 2 are striking. Computed Hodgkin indices38 further
underscore the similarity of the additive and true ESPs, with
most values of H exceeding 0.95. For all substituents, the
plots of the intact substituted benzenes are qualitatively
similar to those derived from this simple additive model.
Indeed, for several substituents, the plots are indistinguishable
(see, for example, phenylmethanol, thioanisole, benzenethiol,
ethynylbenzene, and phenylsilane). For these systems in
particular, changes in the ESP relative to that of benzene
arise entirely from through-space effects. π-resonance cannot
possibly play an appreciable role, since, in the additive ESPs,

Figure 3. Front and back views of electrostatic potentials of aniline derivatives (top row) and corresponding additive ESPs
(bottom row). ESPs are mapped on electron density isosurfaces (0.001 e/au3) for the substituted benzene. The H index is
computed for the ESP values on the isodensity surfaces for the true and additive ESPs.
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the aryl π-system is identical to that of the unsubstituted
benzene by construction.

There is some deviation between the additive and the true
ESPs for several of the systems in Figure 2. These deviations
occur primarily for strong electron-donating or -accepting
substituents (OCH3, BF2, SiF3, NO, and NO2), suggesting
that changes in the aryl π-system influence the molecular
ESPs of these substituted systems. Similar behavior was
observed previously31 for the ESP at a single point above

the center of substituted benzenes. The observed deviations
are in accord with standard resonance parameters for these
substituents: for example, OH is a strong π-electron donor
(R ) -0.64), and consequently, the additive ESPs is more
positive above the ring than for the true ESP. Conversely,
NO is a strong π-electron-withdrawing group (R ) 0.42),
and the additive ESP is more negative than the ESP for
C6H5NO. The agreement between the additive and true ESPs
for the aniline derivatives (Figure 3) is generally slightly

Figure 4. Contour plots of the electron density, electron density difference versus benzene [∆F ) F(C6H5X) - F(C6H6)], electrostatic
potential, and additive ESP for aniline, phenol, toluene, benzene, fluorobenzene, nitrobenzene, and hexafluorobenzene. The
thick black line in the density and ESP plots denotes the electron density contour (0.001 e/au3) used to construct the isodensity
surfaces in Figures 2 and 3.
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poorer (H ) 0.78 to 0.95) than that observed for the
substituents depicted in Figure 2, in accord with the very
strong π-donating character of substituted amines.

Contour plots of the ESP in a plane perpendicular to the
aryl ring and passing through the ipso and para carbons are
shown in Figure 4 for benzene and in five substituted
benzenes (NH2, OH, CH3, F, and NO2). These plots,
employing the same color-scheme as the surface maps shown
in Figures 2 and 3, offer an alternative, complementary view
and enable a more complete comparison of the true ESPs
with the additive ESPs. To clarify the connection between
these contour plots and the ESP maps in Figures 2 and 3,
the electron density contour value used to construct the
isodensity surfaces is superimposed on the ESP contour plots.
Also shown in Figure 4 are contour plots of the additive
ESPs for these selected systems. There are small differences
between the additive ESPs and the true ESPs. However, the
values of the ESP in this plane are mimicked by the additive
model, and no changes in the π-electron-density are neces-
sary to recover much of the substituent effect on the ESP.
Specifically, for fluorobenzene, the regions of positive and
negative ESP are roughly the same between the additive and
the true ESP plots. The primary difference is the very small
region above the center of the ring where the ESP dips below
-11.25 kcal mol-1 (red), which is visible in the true ESP
but missing in the additive ESP (the additive ESP is -8.9
kcal mol-1 in this region). Similarly, for aniline, the additive
ESP overestimates the ESP above the ring, as was apparent
in Figure 3.

Electron density contour plots for these systems are also
shown in Figure 4. The electron densities are similar, as
expected, apart from the area immediately surrounding the
substituent. However, π-electron densities of aryl rings do
change in response to introduced substituents. This can be
most readily seen in contour plots of the difference in electron
density between the substituted benzenes and the benzene
[i.e., ∆F ) F(C6C5X) - F(C6H6)]. Because the scale is chosen
to showcase the density differences around Cpara, the ∆F
values immediately surrounding the substituent are far off
of the scale.

The changes in the electron density surrounding Cpara

exhibit expected trends: π-donating substituents (NH2, OH,
CH3, and F) show a net gain in density above and below
Cpara, while π-accepting NO2 reduces the electron density in
this region. Despite these changes in the electron density
surrounding Cpara, the density above and below the center of
the ring is essentially unchanged in each of these systems.
These density difference plots can be used to rationalize the
differences between the additive ESP and the true ESP
contour plots. In the additive model, there is no change in
the aryl π-system, so the effects of the density differences
above and below Cpara will be neglected. For aniline, the
overestimation of the ESP above Cpara in the additive ESP
is due to the neglect of the increase in π-electron density at
the para carbon in the additive model. Similarly, the additive
ESP of nitrobenzene slightly underestimates the ESP above
Cpara, consistent with the decrease in density in that region
in the intact system that is not present in the additive model.

Since the additive ESPs are similar to the true ESP in each
of these cases, it is clear that the effects of these π-electron
density changes on the ESP are relatively minor. This is
unsurprising, since these density changes are modest com-
pared to the changes in the electron density surrounding the
substituent. The through-space electrostatic effects of the
substituents swamp the effect of π-donation and withdrawal,
which, in most cases, shows up as a small perturbation of
the ESP changes arising from nonresonance effects.

B. Polysubstituted Benzenes. ESPs for three polysub-
stituted benzenes are presented in Figure 5, along with
additive ESPs. Computed Hodgkin indices again indicate a
strong similarity between the true ESPs and the additive
ESPs. These polysubstiuted benzenes were recently studied
by Ringer and Sherrill9 in the context of the sandwich
configuration of the benzene dimer. Ringer and Sherrill
argued9 that the ESP of the pictured rotamer of hexaami-
nobenzene “confirms an electron-rich π cloud”, while
C6H3(CN)3 and C6F6 are similarly shown to have “noticeably
depleted electron density in the center of the substituted
rings.” The negative ESP above hexaaminobenzene and the
positive ESP above tricyanobenzene and hexafluoroben-
zene do not necessarily arise from any change in the
π-electron-density, since in the additive ESPs the aryl
π-system is identical in each case. Labeling substituted aryl
rings “π-electron-rich” or “π-electron-poor” based solely on
computed ESP plots is clearly unfounded.

Hexafluorobenzene is of particular importance, since the
reversed quadrupole moment of C6F6, compared to C6H6, is
invoked to explain the strong face-to-face interaction of
benzene and perfluorobenzene.4,39-43 Perfluorobenzene also
features in discussions of anion/π interactions44 and in related
complexes in which the π-cloud of C6F6 purportedly serves
as an electron acceptor.45 The reversal in electrostatics of
perfluorobenzene is sometimes attributed to the withdrawal
of electron density from the center of the ring by the
fluorines. However, Laidig46 showed in 1991 that the
quadrupole moment of C6F6 arises primarily from the build-
up of electron density along the periphery of the ring (i.e.,

Figure 5. Plots of electrostatic potentials of polysubstituted
benzenes (top) and corresponding additive ESPs (bottom).
ESPs are mapped onto electron density isosurfaces (0.001
e/au3) for the substituted benzene. The H index is computed
for the ESP values on the isodensity surfaces for the true and
the additive ESPs.
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on the fluorines) rather than from the drastic changes of the
electron density along the C6 symmetry axis.

Contour plots of the electron density and density difference
versus benzene for C6F6 are shown in Figure 4, along with
contour plots of the ESP and the additive ESP. There is
clearly a depletion of electron density above and below the
plane of the ring due to the six fluorines. However, the
introduction of a large amount of density associated
with the fluorines easily swamps the changes above and
below the benzene plane. As seen in Figure 4, the additive
ESP of perfluorobenzene closely resembles the true ESP,
demonstrating that the highly positive ESP above the center
of the ring arises primarily from through-space effects of
the fluorines and has no effect on the aryl π-system. Thus,
while the π-electron-density of C6F6 is depleted compared
to benzene (See Figure 4), the positive ESP above the ring
is not evidence of this but merely of the through-space
electrostatic effects of the F substituents.

C. Substituted Cryptolepines. Cryptolepine, a cytotoxic
alkaloid from the West African shrub Cryptolepis sanguino-
lenta, is of interest as a lead for the development of both
antimalarial and antitumor drugs.47-49 Cytotoxicity of cryp-
tolepine arises from its intercalation into DNA at nonalter-
nating G-C sequences and inhibition of topoisomerase II.49,50

The origin of the antimalarial activity is less well understood,
though it is thought to involve the inhibition of hemazoin
formation, similar to chloroquine.47 There are ongoing efforts
to develop cryptolepine derivatives that offer comparable or
exceptional antimalarial activity without the associated
cytotoxicity. 7,9-dinitrocryptolepine has been shown to
exhibit antimalarial activity in the absence of DNA intercala-
tion and toxicity, though the mode of antimalarial activity
might differ from that of the parent compound.47,51

Electrostatic interactions are expected to be important in
both the DNA intercalation and the inhibition of hemazoin
formation for substituted cryptolepines.52 ESP plots of
cryptolepine and dinitrocryptolepine are shown in Figure 6.

The two nitro groups have a significant effect on the ESP,
with the most pronounced changes localized on the substi-
tuted ring. An additive ESP for 7,9-dinitrocryptolepine is
included in Figure 6b, constructed by adding the ESP of
cryptolepine to the ESP of two appropriately placed HNO2

moieties. Because there are only very minor differences
between the true ESP and the additive model (H ) 1.00), it
is clear that the majority of the substituent effect arises from

Figure 6. (a) ESP of cryptolepine; (b) ESP of 7,9-dinitrocryp-
tolepine and additive ESP of 7,9-dinitrocryptolepine con-
structed by adding the ESP of cryptolepine to the ESP of two
HNO2 molecules and mapped onto the electron density
isosurface of dinitrocryptolepine. Density isosurfaces cor-
respond to F ) 0.005 e/au3. The H index for the true and the
additive ESP plots is 1.00.

Figure 7. (a) ESPs of the molecular tweezers of Klärner and
co-workers;54,56 (b) ESP of anthraquinone; (c) ESPs (left) and
additive ESPs (right) of two dinitroanthraquinones and 9-di-
cyanomethylene-2,4,5-trinitrofluorene. Density isosurfaces
correspond to F ) 0.001 e/au3. The H index is computed for
the ESP values on the isodensity surfaces for the true and
additive ESPs.
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through-space effects. The π-system of cryptolepine plays a
very minor role. In general, when considering ESPs of
substituted analogs of candidate drugs built on aryl frame-
works, the role of direct through-space effects of substituents
is potentially significant and must be considered.

D. ESPs in Crystal Engineering and Host-Guest
Chemistry. The field of supramolecular chemistry has
blossomed in recent years, enabling the construction of
complex molecular systems, molecular machines, and ma-
terials with novel properties through subtle control over
intermolecular interactions.4,53 Often this control arises from
substituent effects on noncovalent interactions. In this regard,
plots of molecular electrostatic potentials are valuable tools.
One example of host-guest systems for which ESP maps
have been employed are the molecular tweezers of Klärner
and co-workers.54-56 Klärner et al. synthesized and charac-
terized a series of molecular tweezers based on bimethylene
“hinges” separated by a benzene bridge with polycyclic
aromatic “arms”.54 These receptors are powerful binders of
what were described as “electron deficient” aryl systems.56

The preferential binding was rationalized in part based on

computed ESPs of the clips and the guest molecules (see
Figure 7a-b). It was noted that substituted aryl systems with
more positive ESPs (e.g., 1,8-DNAQ, 1,5-DNAQ, and TNF)
are bound much more strongly than analogous systems with
more negative ESPs (e.g., AQ), due to the favorable
electrostatic interactions with the predominantly negative
ESPs of the inner walls of the tweezers in the former case.
Additive ESP plots of 1,8-DNAQ, 1,5-DNAQ, and TNF are
provided in Figure 7c. In each case, the additive ESP is
essentially indistinguishable from the true ESPs (H )
0.96-0.98). These significant changes in the ESP arise
almost entirely from through-space effects; π-resonance plays
no discernible role.

Another example gleaned from the field of supramolecular
chemistry exploits the avidity of arenes for perfluorinated
arenes,4,39-43 originally observed by Patrick and Prosser.40

As mentioned in Section III.B, this favorable interaction
results from the opposite sign but comparable magnitude of
the quadrupole moments of benzene and hexafluoroben-
zene.39,57 This strong attractive stacking interaction has led
to the use of the C6H6 · · ·C6F6 interaction as a supramolecular
synthon,58 and this interaction has been exploited in countless
systems. For example, Grubbs and co-workers43 utilized
perfluoroarene-arene interactions to achieve topological and
stereochemical control over the photochemically driven
reaction of 1,3-diynes in the condensed phase. Ponzini,
Zagha, Hardcastle, and Siegel59 later demonstrated the utility
of such interactions in the generation of highly ordered
crystals of 1,3,5-trisphenethynylbenzene and 1,3,5-tris(per-
fluorophenethynyl)benzene (Scheme 3). In both cases,59,43

the electrostatic complementarity of the phenyl and perfluo-
rophenyl moieties lead to highly ordered alternating face-
to-face stacks in mixed crystals, while the two components
on their own formed slipped-stacked arrangements.

ESPs of trisphenethynylbenzene and the fluorinated analog
are shown in Figure 8. The complementary nature of the
ESPs of the aryl and perfluoroaryl functionalities is im-
mediately apparent. However, the additive ESP of the
perfluorinated system (Figure 8, far right) once again shows
that the highly positive ESP above the center of perfluori-
nated aryl rings is reproduced without any changes in the
aryl π-system (H ) 0.78).

Scheme 1

Scheme 2

Scheme 3
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IV. Implications for Non-Covalent
Interactions with Aromatic Systems

Many qualitative models of substituent effects in noncovalent
interactions with aromatic rings rest on the assumption that
the dominant electrostatic effect arises from the polarization
of the aryl π-system. This is most prominent in models of
the benzene dimer advocated by Cozzi and Siegel60 (the
polar/π model) and Hunter and co-workers.7,42,61 The crux
of these primarily electrostatic models is that electron donors
increase the aryl π-electron density, increasing the electro-
static repulsion with the π-system of the nonsubstituted ring,
while electron acceptors enhance the benzene-benzene
interaction through the opposite mechanism. While there
have been numerous publications criticizing these
models,9,27,28,62 the underlying assumption that substituents
modulate the electrostatic properties above the plane of
benzene via polarization of the aryl π-system has previously
remained largely unaddressed.

We have recently analyzed prototypical noncovalent
interactions with substituted benzenes, including the sand-
wich and edge-to-face configurations of the benzene dimer63

and the cation-π interaction of Na+ with C6H5X.31 The
primary conclusions were that direct through-space interac-
tions of the substituents were the dominant cause of
substituent effects.31,63 The electrostatic component of these
direct interactions is reflected in the current finding that
variation in ESPs maps of substituted benzenes is due, in
large part, to through-space effects of the substituents. Thus,
all models of substituent effects in intermolecular arene
interactions based on ESPs should similarly reflect the role
of through-space effects. Given the prevalence of electrostatic
models, there is a potential for a broad revision of our
understanding of the effect of substituents in myriad systems.
For example, in the perfluoroarene-arene interactions uti-
lized in crystal engineering, the present results suggest that
this strong interaction arises primarily from the direct
interaction of the fluorines with the nonfluorinated ring and
not from π-polarization. Similarly, in the prototypical
anion-π interaction between halide anions and C6F6,

44 the
favorable interaction is potentially due largely to direct
through-space interactions and not from a depleted π-system,
as generally assumed.44 Indeed, Clements and Lewis64

showed that the attractive interaction between halogenated

benzenes and F- is due to direct interactions with the
substituents.

The present work is a clarion call for the reevaluation of
models of substituent effects in noncovalent interactions in
which ESP arguments are central, since often it was assumed
that changes in arene ESPs reflect changes in the aryl
π-system. Specifically, the previously underappreciated role
of direct through-space interactions of substituents must be
reconsidered.

V. Summary and Conclusions

Molecular ESPs are powerful tools for the interpretation and
the prediction of chemical phenomena and noncovalent
interactions. However, deep-rooted misconceptions regarding
the effect of substituents on the ESPs of substituted aromatic
systems pervade the literature. Equating changes in ESPs
with changes in the local electron density is prevalent, as
exemplified by the “π-electron-rich” and “π-electron-poor”
monikers assigned to aromatic systems, often based solely
on ESP plots. While substituents do perturb the aryl
π-system, the effects of these changes on the electrostatic
potential surrounding aromatic systems are often swamped
by the significant changes in the electron densities associated
with the substituents. Several groups65 have demonstrated
that most substituents have no significant effect on the
aromaticity of benzene. This resiliency of the benzene
π-system shows up again in arene ESPs; for most substit-
uents, the polarization of the aryl π-cloud is modest and does
not significantly alter the ESP above the aromatic ring.

The role of through-space effects on ESPs was demon-
strated here for a series of substituted benzenes and for more
complex substituted arenes taken from disparate areas of
research. Specifically, the change in the ESP of cryptolepine,
a potent antimalarial and cytotoxic agent, induced by nitro
substituents was shown to be independent of the aryl
π-system. Similarly, the highly positive ESP values above
the face of perfluorinated arenes, which are ubiquitous in
supramolecular chemistry, can be reproduced with no
alteration of the aryl π-system. Implications for our under-
standing of noncovalent interactions with substituted aromatic
rings are profound, since substituent effects on the electro-
static component of many of these interactions arise primarily
from direct interactions with the substituents.

Figure 8. ESP plot of 1,3,5-trisphenethynylbenzene (left) and plot of the true (middle) and additive (right) ESP of
1,3,5-tris(perfluorophenethynyl)benzene, mapped onto electron density isosurfaces (0.001 e/au3). The H index for the true and
the additive ESP plots is 0.78.
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Based on traditional, π-resonance-based models of non-
covalent interactions with arenes, one would expect classical
molecular mechanics force fields to perform poorly for
supramolecular assembly phenomena. This is because MM
force fields typically do not explicitly account for the
perturbation of aryl π-systems by substituents. However, the
present finding that polarization of the aryl π-system has
minor affects on arene ESPs explains the often excellent
performance of MM force fields for π-π interactions.66 The
neglect of changes in aryl π-systems by substituents is,
therefore, warranted. Treatment of only direct interactions
with the substituents should suffice.

A hallmark of chemistry is the development and the
widespread employment of qualitative predictive models.
ESP plots constitute a powerful tool in this regard, demon-
strating utility in many areas of chemistry and molecular
biology. Without a sound understanding of substituent effects
on ESPs, the utility of these tools is handicapped. A
counterintuitive, yet striking, demonstration of the dominance
of through-space effects on ESPs of substituted arenes has
been provided with far-reaching implications in the under-
standing of noncovalent interactions in the fields of host-guest
chemistry, crystal engineering, and rational drug design,
among others. Perhaps most importantly, we have clearly
shown that changes in ESPs do not necessarily reflect
changes in the local electron density.
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Org. Chem. 2004, 69, 6634–6640. Krygowski, T. M.; Stepień,
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Abstract: The energetics of terminal, central OH-additions as well as allylic H-abstractions by
OH in its reaction with propene was studied as proxies for the 1-alkenes + OH reactions using
several single and multireference ab initio techniques with basis set extrapolation where possible.
Selection of the localized occupied orbitals forming the active space for multireference methods
is discussed. Initial geometries of the reactants, prereaction complex (π-complex), and transition
states were determined at the [5,5]-CASPT2/cc-pVTZ level of theory. Frequency analysis was
also carried out at this level with the introduction of a scale factor. Analyzing the results, it will
be concluded that multireference effects are negligible, and from the various single reference
models we will opt for UCCSD(T)/cc-pVTZ for final geometry optimizations and vibrational
frequency analysis. These results will be compared with those from approximate models yielding
information on the reliability of the latter. Triples contributions are found to be very important,
except for the π-complex, which has a UCCSD(T)/CBS relative enthalpy of -10.56 kJ/mol
compared to infinitely separated propene + OH. The addition transition states are found to
have relative enthalpies of -9.93 kJ/mol for the central and -9.84 kJ/mol for the terminal case.
Allylic abstraction mechanisms, although lying significantly higher, still have only slightly positive
barriers - a value of 3.21 kJ/mol for the direct and 1.67 kJ/mol for the consecutive case.
Conventional transition state theory was used as a rough estimation for determining rate
constants and turned out to agree well with experimental data.

1. Introduction

As a result of their importance in a variety of fields, hydrogen
transfer reactions are well studied both experimentally and
theoretically, making comparisons possible. These reactions
are favored model systems for the study of chemical
reactivity. In their simplest forms they serve as models for
reactive scattering and dynamics1 or models for heavy +
light-heavy atom reaction systems, e.g. symmetric H ex-
change between halogen atoms and hydrogen halogenids.2,3

They have served as useful model systems for testing
standard theoretical approaches,4,5 and many attempts have
been made to describe similar systems with simple yet
reliable approximations.6,7

An important special case of asymmetric H-transfer
reactions plays an important role among hydrocarbon oxida-
tion mechanisms. These are important in many areas of
science, from understanding and reducing pollutant formation
in combustion to describing partial oxidation in fuel cells.8,9

It is widely accepted that the most common initial reaction
of hydrocarbons in the atmosphere10 and in all hydrocarbon
frames11 is the attack by an OH radical. Since propene can
be a prototype of 1-alkenes, it is essential to characterize its
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relevant reactions to understand the chemical behavior of
1-alkenes with the OH radical.

It is well-known that OH is able to attack the double bond
of alkenes in terminal (T) and central (C) positions (Scheme
1). These addition reactions take place via a van der Waals
complex (vdW-complex), a so-called π-complex (R). How-
ever, the importance of the hydrogen transfers such as the
consecutive (Acon) and direct (Adir) allylic H-abstractions in
the case of alkenes + OH reactions has been recognized only
recently.12

Although the propene and hydroxyl radical system has
been studied previously and reported in several theoretical
papers,13–18 allylic H-abstraction channels were neglected
in most cases. Earlier studies13–16 have focused mostly on
the ratio of the terminal and central addition reaction rates.
Although Cvetanović reported in his work that 65% of the
additions occur at the terminal carbon atom,19 theoretical
calculations at both the MP2/6-31+G(d)16 and MP4(SDTQ)/
6-31G(d,p)//MP2/6-311G(d,p)13 levels of theory showed that
central addition is preferred. However, it is emphasized in
both theoretical works that the energy and entropy differences
of the terminal and central transition states are quite small.14

The interest in the kinetic behavior of the 1-alkene + OH
system is also shown by papers published very recently17,18

in this field, in which theoretical calculations offered a mainly
kinetic description of the system. These works are mostly
based on PMP2/aug-cc-pVQZ//MP2/cc-pVTZ17 and CCSD(T)/
cc-pVDZ//B3LYP/cc-pVTZ18 methods. We have found
relevant discrepancy between these latter two potential energy
surfaces, although both state that their results are good
descriptions of the overall kinetics. These results will be
discussed to some extent later on. All this has led us to
determine the accurate energetics of transition states corre-
sponding to the energetically favored reaction channels with
small difference in their energetics. Based on this set of
calculations we are able to provide a highly accurate
framework for kinetic modeling as well as a procedure for
the logical choice for the active space in such asymmetric
species. On the other hand, our aim was also to provide
highly reliable results from benchmark ab initio calculations
for further tests with density functional methods for larger
alkene homologues.

2. Methodology

The relevant structures of the reaction system were deter-
mined by geometry optimizations performed at two different

levels of theory. Initial optimizations were carried out at the
[5,5]-CASPT2/cc-pVTZ level. This method allows for
choosing relevant correlation contributions by selecting the
proper active space, and, therefore, it reduces computational
requirements compared to more accurate models. On these
geometries, various single point calculations were then
performed to study some factors such as the effect of
multireference treatment, spin contamination, basis sets, and
triples contributions. Based on these results, the UCCSD(T)/
cc-pVTZ level of theory was chosen for the final geometry
optimizations. Harmonic vibrational analysis was carried out
at both levels ([5,5]-CASPT2 and UCCSD(T)). Results on
these geometries will be compared in the following section.

For the [5,5]-CASPT2/cc-pVTZ level of theory, the active
space should involve the SOMO in all cases. For C and T
the π bond must be involved, since it participates in the C-O
bond formation, and in the remainder of cases, this orbital
corresponds to the most mobile electrons out of doubly
occupied orbitals (highest orbital energy in RHF reference).
For Adir and Acon the breaking C-H bond must also be
involved. For consistency, a C-H bond is involved in the
active space for all cases. This makes the treatment balanced
since the active space contains contributions for all non-
hydrogen atoms for all species. Reactants (1-propene and
OH) were treated in the supermolecular approach with a 1000
Å separation and share the same active space structure. This
results in an active space of 5 electrons placed in 5 orbitals,
2 of which are unoccupied in the Hartree-Fock configura-
tion. The occupied orbitals are chosen by first localizing the
initial RHF orbitals, and then after analyzing the basis
function contributions, the relevant orbitals may be identified.
Similar procedures have been discussed in the literature,
addressing the difficulty of choosing a balanced active space
resulting in a correct correlation treatment.5,20 Local orbitals
simplify the choice of occupied orbitals; however, the
difficulty of choosing the right virtual orbitals still remains.
Here only the active occupied orbitals are preselected, and
the virtuals are chosen purely on the basis of energetic order
from the RHF reference. This procedure seems sufficient,
since after the MCSCF optimization the active virtuals are
the π*(C-C) and the σ*(C-H) antibonding orbitals as
desired, see Figure 1. For further details see the following
section.

The multiconfiguration nature of the wave function assures
that the wave function is qualitatively correct, the long-range
static correlation effects having been considered - avoiding
the dissociation related problems of single reference methods.
The choice of the CASPT2 method ensures that the most
relevant short-range dynamic electron correlation effects
important for geometry optimization are also considered. In
the optimizations, the active space described above was used
in all cases, for consistency, even in the cases, where the
C-H bond remains intact. The removal of this orbital and a
corresponding virtual one from the active space or the choice
of an alternative C-H orbital, however, does not influence
the result of the optimization significantly. Neither does the
use of a basis set augmented with diffuse functions results
in any relevant change. In both the case of the modified active
space and the basis set augmentation, the resulting change

Scheme 1. Studied Direct and Consecutive Reactions of
the Propene + OH System
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is of the order of a few 0.01 Å in bond lengths and a few
0.1 degrees in angles, corresponding to perhaps a few 0.01
kJ/mol in the calculated energies due to reoptimization.

For a further improvement in our results various single
point calculations were carried out with different basis sets
and high level correlated methods. Various kinds of multi-
reference (MR) methods were used, beginning with CASPT2
and CASPT3 perturbative methods. Although in some ways
CASPT3 is an improvement over CASPT2, for barrier
heights it definitely seems inferior.21 These methods are
cheaper alternatives of the more expensive MRCI method,
namely in our calculations the internally contracted MRCI
with singles and doubles (ICMRCISD)22 was used. With the
MRCI results, denoted by Q1 and Q2, the Davidson corrected
energies for fixed and relaxed references respectively are
given in an attempt to make the wave function size consistent
by adding approximate quadruple corrections. As observed
in the literature,23 Q2 usually yields poorer agreement with
FCI and should be used only in special cases. Following this,
iterative size consistency correction methods follow, namely
MRACPF and MRAQCC, which are two variants of an
approximate MRCC. Both have a tendency to overshoot the
correlation energy, the first one more than the latter.24 For
some further details about these methods, see e.g. ref 24.

Various single reference (SR) methods are also presented,
the reliability of which depends on whether the wave function
is dominated by one configuration during the calculation.
To answer this, one can first take the T1 diagnostics (from
CCSD calculations) which indicates the significance of higher
excitations and therefore the possibility of a need for a
multireference treatment.25 For all transition states, with cc-
pVQZ basis, the T1 values are roughly equivalent or less
than the critical 0.02 value (and well below for minima). As

will be seen later on, the contribution of connected triple
excitations has an important role, and with that included using
a perturbative ansatz, a single reference treatment seems
sufficient. One can also say based on multiconfiguration
calculations that the weight of the ground state configuration
is dominating (about 0.97) over all the rest (about 0.02 or
less) at all examined geometries, and this dominance shows
itself in the occupation numbers as well, those being quite
close to the reference state values. This slightly changes with
relaxation in MR calculations (see the difference between
Q1 and Q2 corrections) and more significantly with the
expansion of the active space (the dominance is still
conserved although less evident). All this well justifies the
use of single reference methods, and a further advantage will
be that higher excitations are more feasible to include in the
SR case.

The RMP2 values are gained as intermediate values in
the coupled cluster procedure. The MP2 model suffers from
some artifacts due to its lack of treating single excitations
(for a study with FHF see Fox and Schlegel;4 the arguments
should hold for any H transfer with lone pairs close to the
radical center). A variety of CC methods were also used,
these are as follows: RHF-RCCSD and RHF-UCCSD
models, RHF here referring to the reference orbitals. RCCSD
is the partially spin restricted coupled cluster method (spin
adapted in linear terms, which results in virtually no spin
contamination).26 Triples are treated in a variety of ways:
the standard CCSD(T),27 the simpler CCSD[T] missing the
usually important singles contributions and CCSD-T28 which
considers some higher order perturbation terms compared
to CCSD(T).

To approximate the nonrelativistic limit, extrapolations
were carried out based with the cc-pVXZ bases29,30

(X)D,T,Q), where the three point exponential formula of
Feller31 was used for HF and MCSCF results, and the two
point X-3 function form32 was used for correlation energies
with X)T,Q. This latter choice is usually not too different
from X)D,T, the most significant difference being with
Davidson corrected energies, which show a slower conver-
gence. In the multiconfiguration calculations the choice of
the RHF or MCSCF wave functions as a reference in the
Davidson correction does not introduce significant differ-
ences - which might be the case if there was a significant
amount of dynamic correlation in the active space. In the
RHF case, the extrapolation was checked against cc-pV5Z
results, and it was found that the difference in predicted RHF
barrers is less than 0.01 kJ/mol. The effect of augmented
bases were also studied using aug-cc-pVXZ bases30,33 with
X)D,T for correlation energies, and for the references an
additional X)Q was calculated.

Finally, some additional calculations were carried out in
a less systematic fashion with smaller basis sets due to their
computational cost. These include calculations with extended
active spaces and some UHF-UCCSD(T) calculations for
comparison. The explicitly correlated model UCCSD(T)-
F12a34 with the recommended basis (AVTZ) was calculated
on the UCCSD(T) geometries. Similarly, the extrapolated
UCCSD(T) energies for these structures were determined.
In some cases, restricted active space (RASSCF) calculations,

Figure 1. [5,5]-CASSCF/cc-pVTZ active orbitals for the
π-complex (R) as well as transition state structures of direct
(Adir) and consecutive (Acon) allylic H-abstraction; terminal (T)
and central (C) OH-addition reaction channels.
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and the corresponding correlated methods35 prefixed with
RAS were used. This means that we only allow certain
excitations in certain regions of the active space. Here in
the case of an extended [9,9] active space only double
excitations are allowed from the lower two occupied and to
the upper two unoccupied orbitals, which reduces compu-
tational cost (singles are eliminated due to numerical reasons
rather than due to their quantity).

Most of the calculations were carried out with the
MOLPRO program package of Werner and Knowles.36 For
the CCSDT and UHF-UCCSD(T) calculations, the MRCC
package of Kállay37 was used. Vibrational frequencies were
calculated on the optimized geometries at the [5,5]-CASPT2/
cc-pVTZ and UCCSD(T)/cc-pVTZ levels. To ensure a better
agreement with experiment, the scale factor 0.958 ( 0.004
was determined for [5,5]-CASPT2 by fitting the calculated
frequencies against the experimental values for propene38

and OH.39 For the UCCSD(T) frequencies the scale factor
used is 0.975 ( 0.0021.40 For comparative purposes, a
variation of G3MP2B3 procedure41 was also carried out
where the B3LYP/6-31G(d) geometry optimization and
normal node analysis were replaced by the BH&HLYP/6-
31G(d) level of theory due to the fact that the B3LYP
functional is not able to characterize the transition state for
the consecutive allylic H-abstraction.12 The BH&HLYP
harmonic frequencies were scaled by 0.935.12 In analogy to
G3MP2B3, we term this method G3MP2BH&H, and refer
to its earlier use in our publications.42 All the DFT results
were obtained using the Gaussian program package.43 All
enthalpy values are relative to that of the level of propene
and OH.

3. Results and Discussion

First, let us discuss the single point results at the [5,5]-
CASPT2 geometries. In Table 1 relative enthalpy results
extrapolated from the cc-pVXZ basis sets are shown. The
first obvious observation is that there is a significant
difference between the multireference and the single refer-

ence results, especially when comparing the size consistency
corrected MR and the triple corrected CC results, the ones
that can be considered as the most reliable from the
corresponding sets; this difference is approximately 10 kJ/
mol.

Let us first analyze the SR results. The RMP2 result agrees
with the CCSD results best, which is not surprising. The
CCSD models show a considerable difference between
results with and without triples corrections in both the
restricted and unrestricted cases. Since the triples are
important (see Table 1), the most reliable result must be
among the corrected results. The CCSD[T] model as
described above does not account for some important
contributions and is therefore inferior to the others, while
the other two methods agree very well, again in accordance
with general experience. Therefore the choice of the standard
CCSD(T) model is justified. One can still observe some
difference between RHF-RCCSD and RHF-UCCSD results.
We will return to this later; here we only say that in
accordance with previous recommendations,44,45 we choose
the RHF-UCCSD results as the most reliable single reference
ones and will use this for comparison.

The MR results appear somewhat divergent. The CASPT2
results agree well with the UCCSD(T) single point ones
within 1-2 kJ/mol, which supports the choice of the
inexpensive CASPT2 method for geometry optimization. The
CASPT3 results seem to overestimate the barrier heights,
and so does MRCI because of the size consistency error. It
should be noted that in the supermolecular approach size
consistency is already approximately dealt with, but the
inclusion of higher excitations may still be important. For
this reason, the theoretically most reliable results here are
the ones with some kind of a correction for the latter error.
These (MRCI+Q1, MRCI+Q2, MRACPF, and MRAQCC)
give results within a broad 3 kJ/mol range. In all cases the
difference between these is significantly smaller compared
to that with the MRCI results, indicating the importance of
higher excitations, and also the fact that the active space may
be too small to involve all significant higher excitations.
Indeed, if one compares these with the CCSD results (that
is without triples correction), one finds a good agreement,
showing that the MR calculations with the present active
space is comparable with considering only SD excitations.
We will come back to this later.

In Table 2, we present some results coming from extrapo-
lation using augmented basis sets for selected methods. In
general, there is a good agreement between the two extrapo-
lations, they mostly differ for Adir and Acon in MR calcula-
tions and for R in general. R being a weakly bound
π-complex, longer range interactions are usually more
important, which the augmented basis sets handle better
(diffuse functions). The augmented basis sets also show a
faster convergence. For all these reasons we will prefer
results with augmented bases in the followings and refer to
the extrapolations from these as the complete basis set (CBS)
limit (see Table 3).

Table 3 begins with the [9,9]-RAS-MRCI+Q1 results.
This [9,9] active space is the [5,5] extended with the two
C-C bonds and two unoccupied orbitals (and with excita-

Table 1. Method Dependence of Relative Standard
Enthalpy Values (in kJ/mol) Obtained by Extrapolation of
cc-pVXZ Basis Sets for the π-Complex (R), Transition
States of Direct (Adir), and Consecutive (Acon) Allylic
H-Abstractions As Well As Terminal (T) and Central (C)
OH-Additions

Adir Acon C T R

[5,5]-CASPT2 4.62 2.44 –9.00 –7.45 –10.37
[5,5]-CASPT3 22.10 20.63 6.66 7.08 –8.61
[5,5]-MRCI 28.88 28.19 11.70 11.50 –6.26
[5,5]-MRCI+Q1 15.36 13.97 2.39 6.44 –8.95
[5,5]-MRCI+Q2 16.64 15.20 3.60 7.22 –9.28
[5,5]-MRACPF 16.67 15.19 1.50 2.11 –8.78
[5,5]-MRAQCC 18.49 17.13 3.05 3.54 –8.41
RMP2 15.94 13.95 –3.91 –3.69 –10.96
RCCSD 16.60 15.29 –0.28 –0.19 –8.32
RCCSD[T] 5.69 3.91 –9.41 –8.60 –10.08
RCCSD-T 7.21 5.44 –8.12 –7.44 –10.00
RCCSD(T) 7.20 5.44 –8.19 –7.54 –10.03
UCCSD 14.35 13.04 –2.05 –1.84 –8.38
UCCSD[T] 2.89 1.15 –11.54 –10.60 –10.26
UCCSD-T 4.60 2.87 –10.16 –9.33 –9.96
UCCSD(T) 4.79 3.06 –10.02 –9.24 –10.01
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tions restricted from/to these extensions). This extension of
the active space improves the agreement with single reference
methods on the same double-� basis, except for R. In the
next step, we improve the basis set by augmentation and
the active space by removing the restriction of double
excitations. The resulting [9,9]-MRCI+Q1 values are now
even comparable with the extrapolated UCCSD(T) results,
but in the case of R there is no improvement. If we now
take the [5,5]-MRCI+Q1 results (Table 2), it is obvious that
the major differences between SR and MR methods are in
the case of the transition states, in the case of R there is
actually a rather good agreement (differing by 1 kJ/mol only).
Furthermore, for R, the triples contribution yields a contribu-
tion of 1 kJ/mol only in CCSD indicating that a consistent
treatment of the triples does not change the result signifi-
cantly. This would explain why [5,5]-MRCI+Q1, which was
described above to have an overall SD quality agrees well
with UCCSD(T) for the π-complex. In case of the transition
state structures, the extension of the active space brings the
desired improvement, indicating that the chosen active space
gives a consistent treatment of important higher order
excitations. With R this does not seem to be the case, that is
some important higher order contributions are included,
whereas others are left out in the extended active space,
which causes an unbalanced, inconsistent treatment. To
recover consistency, one should change the active space.
However, as it was described earlier, this is not an easy task,5

which seems only necessary for R.
How to control which orbitals go into the active space?

We have control over the occupied orbitals, but the virtual
ones are harder to choose. First, there is no symmetry
condition which could help. One could perhaps see that
orbitals with large contributions from the transferring H are
involved, but, even so, care should be taken to choose such
that are only related to the transfer directly and not to other
interactions. This is a hard task in the case of a π-complex,
where there are several competing noncovalent interactions.
If we decide on not manipulating the virtual orbitals, one
could try to change the occupied orbitals and hope that the
MCSCF optimization will result in the desired virtuals. There
are many possibilities to do this, here we only note that a
[9,9] active space where the two C-C bonds and the C-H
bond is replaced with the O-H bond and the two lone pairs
of the oxygen yields no better results (-22.77 kJ/mol for
R). Since the [9,9] results did not bring improvement, one

could try to increase or decrease the active space of R.
Increasing the active space further is not feasible, neither is
a larger basis set. A decrease would take us back to the
already discussed [5,5] space, which indeed seems an
improvement in consistency, which due to the less empha-
sized importance of triples contributions with R shows itself
as a good agreement with UCCSD(T). Since R is a minimum
structure, it is less likely to have a multiconfigurational
nature, so the UCCSD(T) result can be taken as the final
word. This seems to be also the case with the transition states,
since the above-mentioned not too high T1 value seems to
be taken care of by the triples correction and also because
the [9,9]-MRCI+Q1 results seem to converge there anyway
(if we could allow the use of larger bases). From all this,
our conclusion is that consistent MRCI+Q1 values with large
enough active space and UCCSD(T) results agree well, and
the latter should be chosen for computational and method-
ological ease.

The remainder of the first section of Table 3 addresses
some spin related issues. Besides the RHF based treatments,
here some UHF-UCCSD(T) results are also included. As
pointed out earlier, there appears to be a roughly 2 kJ/mol
difference between restricted and unrestricted CC results
based on an RHF reference.44,45 A somewhat smaller
difference (a few tenths of kJ/mols) is observed between
methods based on UHF and RHF orbitals.44,45 It is difficult
to reach firm conclusions on the nature of the spin contami-
nation effects arrising from the UHF or the UCCSD(T)
procedures from these data. Here, the UCCSD(T) model will
be chosen44,45 with RHF reference46 as a preferred method
for the final geometry optimizations and vibrational fre-
quency calculations. Although the energetic difference
between the RCCSD(T) and UCCSD(T) single points
remains an open question, the issue may be addressed from
a geometrical point of view. As discussed below, T (and
also C) seems to be the most sensitive to correlation methods
used for optimization. If one takes this species and optimizes
the structure with RCCSD(T) and UCCSD(T) with the
6-31G(d) basis, one gets quite similar geometries: the most
sensitive parameter, the C · · ·O distance is 2.13 Å with the
unrestricted, and 2.09 Å with the restricted method. If we
now perform a UCCSD(T) single point calculation on the
RCCSD(T) geometry (or vice versa) and compare it with
the UCCSD(T) optimized value, there is only a slight 0.24
kJ/mol difference. On the other hand, the difference between
the optimized energies is 2.55 kJ/mol, which corresponds to
the above 2 kJ/mol gap between RCCSD(T) and UCCSD(T).
This suggests that the choice of restricted or unrestricted
CCSD(T) models has only a negligable effect on geometry
optimizations in these cases, despite the energetic difference
between the two. This is assumed to hold for all species and
bases discussed here.

Having chosen the UCCSD(T) method, geometry optimi-
zations and vibrational frequency analysis were performed
with the cc-pVTZ basis. It is interesting to compare the [5,5]-
CASPT2 and UCCSD(T) geometries to emphasize the good
performance of the much cheaper CASPT2 method. In Figure
2, UCCSD(T) results are indicated first, and then in brackets
the CASPT2 ones follow. The most significant difference is

Table 2. Method Dependence of Relative Standard
Enthalpy Values (in kJ/mol) Obtained by Extrapolation of
aug-cc-pVXZ Basis Sets for the π-Complex (R), Transition
States of Direct (Adir), and Consecutive (Acon) Allylic
H-Abstractions As Well As Terminal (T) and Central (C)
OH-Additions

Adir Acon C T R

[5,5]-CASPT2 4.66 2.55 –9.01 –7.58 –10.93
[5,5]-MRCI 28.73 28.07 11.45 11.19 –6.85
[5,5]-MRCI+Q1 16.93 15.59 2.17 11.19 –9.06
[5,5]-MRCI+Q2 18.33 17.01 3.33 4.62 –9.03
UCCSD 14.38 13.16 –2.21 5.56 –9.16
UCCSD[T] 3.05 1.43 –11.51 –10.66 –10.96
UCCSD-T 4.70 3.08 –10.18 –9.43 –10.64
UCCSD(T) 4.90 3.28 –10.02 –9.34 –10.68

ab Initio Calculations on Reactions of OH with 1-Alkenes J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2317



the C · · ·O distance in T and C (about 0.12 Å) which is
probably due to some neglected correlation contributions
rather than spin contamination effects (see above). However,
this only yields a difference of about 0.3 kJ/mol between
UCCSD(T) and UCCSD(T)//[5,5]-CASPT2 barriers with cc-
pVTZ basis. Comparing the extrapolated UCCSD(T) energies
at 0 K, they agree within 1 kJ/mol, which is an excellent
agreement. At 298.15 K, the maximum difference in enthal-
pies is a somewhat larger 1.5 kJ/mol, since in this case
differences in frequencies also play a role. Allylic abstraction
barriers are 1.5 kJ/mol lower at the UCCSD(T) geometries,
and the addition barriers are also much closer to each other
compared to the results with CASPT2 (0.09 vs 0.65 kJ/mol

difference). From now on, UCCSD(T) geometries will be
used by default. Finally, it is also worth mentioning that if
we take the extrapolated CASPT2 enthalpy barriers rather
than the extrapolated UCCSD(T)//CASPT2 values as above
and compare it with optimized UCCSD(T) values, the
agreement is still very good (1-2 kJ/mol difference).

In the following, our results will be compared with
structural data available in the literature. The UCCSD(T)
geometry of the π-complex is in good agreement with the
previously published MP2/6-31+G(d) geometry.16 Most
geometry parameters of transition state structures corre-
sponding to addition channels calculated with UCCSD(T)/
cc-pVTZ, CASPT2/cc-pVTZ, MP2/6-31+G(d),16 and MP2/

Table 3. Method Dependence of Relative Standard Enthalpy Values (in kJ/mol) Obtained at Several Levels of Theory for
the π-Complex (R), Transition States of Direct (Adir), and Consecutive (Acon) Allylic H-Abstractions As Well As Terminal (T)
and Central (C) OH-Additionsa

Adir Acon C T R

[5,5]-CASPT2 geoms&freqs
[9,9]-RAS-MRCI+Q1/cc-pVDZ 12.30 10.81 –1.64 –1.54 –16.84
[9,9]-MRCI+Q1/aug-cc-pVDZ 5.36 4.33 –10.15 –8.80 –18.22
RCCSD(T)/aug-cc-pVDZ 5.92 4.74 –11.65 –9.99 –12.97
UCCSD(T)/aug-cc-pVDZ 3.96 2.83 –13.13 –11.39 –12.82
UHF-UCCSD(T)/aug-cc-pVDZ 4.36 3.17 –12.59 –10.68 –12.99

UCCSD(T) geoms&freqs
UCCSD(T)/cc-pVDZ 15.17 13.67 2.15 3.82 –11.03
CCSDT/cc-pVDZ 14.56 13.10 1.20 2.96 –11.04
UCCSD(T)/CBS 3.21 1.67 –9.93 –9.84 –10.56
UCCSD(T)-F12a/AVTZ 3.03 1.55 –10.54 –10.34 –10.47

BH&HLYP geoms&freqs
G3MP2BH&H 0.74 –0.92 –6.60 –5.35 –8.43

a [5,5]-CASPT2 (scale factor 0.958), UCCSD(T) (scale factor 0.975), and BH&HLYP (scale factor 0.935) optimized geometries and
frequencies are included.

Figure 2. UCCSD(T)/cc-pVTZ geometry parameters followed by [5,5]-CASPT2/cc-pVTZ ones in brackets for the π-complex
(R) as well as transition state structures of direct (Adir) and consecutive (Acon) allylic H-abstraction; terminal (T) and central (C)
OH-addition reaction channels.
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cc-pVTZ17 are also close to each other. The only exceptions
are the bonds being formed (C-O) in T and C, where the
CASPT2 bond lengths are about 0.13 Å larger, whereas the
MP2 results are about the same value shorter compared to
UCCSD(T) with cc-pVTZ basis. In general CASPT2 predicts
earlier transition states than those obtained by single reference
methods. Our previous BH&HLYP/6-31G(d) and CCSD/6-
31G(d) results12 on the transition states of allylic hydrogen
abstraction channels are consistent with the corresponding
UCCSD(T) geometries. Here, while the bonds being broken
(C-H) are somewhat larger in the case of the BH&HLYP
(1.22 Å) or CCSD (1.23 Å) geometries compared to
UCCSD(T) transition states (1.18 Å).

In the second section of Table 3, some single point
calculations on UCCSD(T) geometries are shown to further
investigate some of the problems which occurred so far.
Since it has been concluded above that the triples contribution
is of great importance, results gained at the (unrestricted)
CCSDT/cc-pVDZ level are included, together with the
perturbative CCSD(T) results for comparison. The good
agreement (within 1 kJ/mol) between CCSDT and UCCS-
D(T) results suggests that we can indeed rely on the latter
as a good approximation for triples contribution.

Finally, the convergence of the basis set extrapolation
using the CCSD(T) results is tested. An explicitly correlated
theory, UCCSD(T)-F12a34 - as implemented in MOLPRO -
was utilized with the recommended AVTZ basis set. This
improves basis set convergence, so that we can obtain
accurate results with relatively small bases (differences from
UCCSD(T)/CBS are within 0.7 kJ/mol). This procedure
yields very similar results from what we had from extrapola-
tion. It is also worth noting that using the G3MP2BH&H
extrapolation scheme also gives quasi-quantitative answers,
the differences being in the worst cases around 3-4 kJ/mol.

The UCCSD(T)/CBS result for R as shown in Figure 3 is
-10.56 kJ/mol relative to the infinitely separated species.
The addition barriers - as suggested by earlier theoretical
works lie very close to each other; actually our calculations
show that they are within 0.09 kJ/mol (the virtual activation
enthalpies are -9.93 kJ/mol for C and -9.84 kJ/mol for
T). The allylic H-abstraction enthalpy barriers are (about 12
kJ/mol) higher and have a larger difference, 1.54 kJ/mol,
making the consecutive reaction energetically favored (en-
thalpy barriers: 3.21 kJ/mol for Adir and 1.67 kJ/mol for Acon).

Conventional transition state theory (cTST) might provide
a rough estimation for the rate constants of these channels
by means of our UCCSD(T) results. We assume a 4-fold
electronic degeneracy (g) for OH (g ) 4, ignoring spin-orbit
splitting), g ) 2 for the transition states, and g ) 1 for
propene. A 2-fold degeneracy of reaction paths was consid-
ered in the case of the addition transition states, since they
have nonsuperimposable mirror images (the OH can come
from either side of the propene plain). In the case of direct
H-abstraction, a 3-fold rotational degeneracy is assumed
(although the conformer with the OH in the propene plain
is expected to be energetically a bit different), whereas in
the consecutive case the same degeneracy is two. Propene
also has a 3-fold conformational degeneracy because of the
methyl group (this only affects the abstraction cases). At
room temperature, the rate constants are 4.86 × 10-14 (for
Adir), 4.49 × 10-14 (for Acon), 4.23 × 10-12 (for C), and
8.33 × 10-12 (for T) in cm3 molecule-1 s-1 which in total
(1.27 × 10-11 cm3 molecule-1 s-1) agrees within a factor of
2 with the value recommended by IUPAC at this temperature
(3.02 × 10-11 cm3 molecule-1 s-1).47 This latter experimental
value is derived from a temperature dependent formula
recommended by IUPAC and is partially based on work of
Zellner and Lorenz,48 who suggest a value of (3.0 ( 0.5) ×
10-11 cm3 molecule-1 s-1 at 298 K. Similarly, in Atkinson’s
review,49 the suggested 2.63 × 10-11 cm3 molecule-1 s-1

with a 15% error is again in good agreement with our results.
The above-mentioned factor of 2 corresponds to a 1.7 kJ/
mol change in the barriers. However, in our estimation, the
error of the energy calculations is only around 1 kJ/mol or
perhaps even less in some cases (see Table 3 for CCSDT
benchmarks for triples errors and also for basis set conver-
gence). The rest of the discrepancy must come from sources
like the choice of cTST for our estimations, the quality of
the calculated frequencies (e.g., ignoring anharmonicity), and
some other issues which a more thorough kinetic study
should deal with. Since this was not our goal here, we
consider our results in good agreement with experiment. To
further support this point, the branching ratio for terminal
addition (T, 65.8%) was calculated and was found to be in
near perfect agreement with Cvetanović’s data (65%)19 with
a calculated contribution of 0.4% for direct and consecutive
allylic abstraction channels each. These results may also
prove the accuracy of our quantum chemical results. It is
also worth noting that the cTST overall rate constant obtained
from UCCSD(T)/CBS//CASPT2/cc-pVTZ values (2.26 ×
10-11 cm3 molecule-1 s-1) is closer to Atkinson’s experi-
mental one, whereas the calculated branching ratio for T
(57.8%) is in a less good agreement with the above data
(Cvetanović).

In their recent paper, Zhou et al.17 have explored the
propene + OH potential energy surface with projected MP2
methodology using the PMP2/aug-cc-pVQZ//MP2/cc-pVTZ
level of theory and CCSD(T) methodology at the same
geometries using the 6-311+G(3df,2p) basis and extrapola-
tion from cc-pVDZ and cc-pVTZ bases. Their aim was to
give an overall kinetic description at a broad temperature
range, whereas our report focuses on species relevant around
room temperature. In at least some of their cases, Zhou finds

Figure 3. Energetics of the examined structures at the
UCCSD(T)/CBS//[5,5]-CASPT2/cc-pVTZ level of theory.
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that PMP2 results are closer to experimental values than
CCSD(T) ones. It might be justified to choose their PMP2
methodology over an elaborate CCSD(T) optimization with
so many species examined. However, the inclusion of higher
excitations is known to be important with radical transition
states,44,45 which is particularly true for the studied system
as we pointed out in the previous discussion. The good results
with the PMP2 methodology are probably due to a cancel-
lation of errors,15 and the inferior behavior of CCSD(T)
observed by these authors might be a problem of inadequate
extrapolation and simply the fact that CCSD(T) single points
are not calculated at their optimized geometries. Both of these
issues have been addressed here by using larger bases, using
CCSD(T) optimized geometries and by comparing those
results with ones from a wider choice of ab initio models.
The authors were also able to reasonably reproduce the
kinetic behavior of the system based on weak collision master
equation/microcanonical variational RRKM theory by lower-
ing the barrier heights of central OH-addition (TS11) and
terminal OH-addition (TS12) with 1 kcal/mol. However, in
Figure 11 of Zhou’s article, the branching ratio for these is
around 50-50% at room temperature versus the experimental
65% preference for the terminal case, which is well predicted
by our CCSD(T) model (65.8%). If cTST branching is
calculated with their results it turns out to be 54% for the
central case, indicating that the difference between their
calculations and the ones presented here (and also the
experimental results) is not due to the choice of the kinetic
model but to the fact that the optimized CCSD(T) results
yield better and more consistent results compared to PMP2/
aug-cc-pVQZ//MP2/cc-pVTZ.

In another recent paper, Huynh et al.18 describes the
kinetics of the enol formation based on CCSD(T)/cc-pVDZ//
B3LYP/cc-pVTZ results. In our experience, results with cc-
pVDZ basis are still roughly 10 kJ/mol away from the CBS
limit. In addition, the pathologic behavior of the B3LYP in
relevant cases is also known for a while.12

4. Conclusions

Barrier heights for different possible reaction paths were
calculated for the propene + OH system with the most
accurate models available for general use. The results could
be summarized in the following points:

1. The use of single reference methods are sufficient and
accurate in this case, and in fact they yield more accurate
results than multireference methods due to computational
limitations for the latter. On the other hand, the advantage
of using a multireference CASPT2 in this case is that if active
orbitals are carefully selected, it is able to approximate
UCCSD(T) within 1-2 kJ/mol with considerably less
computational effort.

2. The RHF-UCCSD(T)/CBS method is expected to yield
the most accurate results. Triples contributions are substantial
(typically around 10 kJ/mol for barriers). The restricted
coupled cluster variant exhibits a slight difference to these
results (around 2 kJ/mol), which is, however, unlikely to
effect geometry optimizations.

3. G3MP2BH&H yields a result within 3-4 kJ/mol to the
extrapolated UCCSD(T). As another way of approximating

the complete basis set limit, the explicitly correlated UCCS-
D(T)-F12a model was utilized giving results within 0.7 kJ/
mol maximum difference compared to extrapolated values.

4. Consecutive allylic abstraction and addition mechanisms
go through a π-complex (R), which lies at -10.56 kJ/mol
with respect to the enthalpy level of the infinite separation
of the species.

5. The addition mechanisms have negative enthalpy
barriers relative to infinite separation (-9.93 kJ/mol for C
and -9.84 kJ/mol for T). There is only a marginal 0.09 kJ/
mol energetic difference between the two.

6. The allylic abstraction mechanisms have slightly posi-
tive enthalpy barriers relative to infinite separation (3.21 kJ/
mol for Adir and 1.67 kJ/mol for Acon), with the consecutive
mechanism favored by 1.54 kJ/mol. Although they have
significantly higher barriers, they may contribute to the
overall reaction system at higher temperatures.

7. Using conventional transition state theory, our UCCS-
D(T) results were able to reproduce the experimental overall
high pressure rate constant within a factor of 2. Calculated
branching ratios show the preference of T (65.8%) in good
agreement with experiment. Allylic abstraction channels have
a small contribution of 0.4% each. UCCSD(T)/CBS//CASPT2/
cc-pVTZ values show similar good agreement supporting
its use as an alternative to more expensive methods.

8. For higher 1-alkene homologues, where UCCSD(T)
becomes too demanding to compute, a CASPT2 with similar
active space structure may still be an option. Another
possibility is to use the G3MP2BH&H method, which is
found to be somewhat less accurate compared to CASPT2,
but does not require constructing an active space.
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Abstract: We draw on an old technique for improving the accuracy of mesh-based field
calculations to extend the popular Smooth Particle Mesh Ewald (SPME) algorithm as the
Staggered Mesh Ewald (StME) algorithm. StME improves the accuracy of computed forces by
up to 1.2 orders of magnitude and also reduces the drift in system momentum inherent in the
SPME method by averaging the results of two separate reciprocal space calculations. StME
can use charge mesh spacings roughly 1.5 × larger than SPME to obtain comparable levels of
accuracy; the one mesh in an SPME calculation can therefore be replaced with two separate
meshes, each less than one-third of the original size. Coarsening the charge mesh can be
balanced with reductions in the direct space cutoff to optimize performance: the efficiency of
StME rivals or exceeds that of SPME calculations with similarly optimized parameters. StME
may also offer advantages for parallel molecular dynamics simulations because it permits the
use of coarser meshes without requiring higher orders of charge interpolation and also because
the two reciprocal space calculations can be run independently if that is most suitable for the
machine architecture. We are planning other improvements to the standard SPME algorithm
and anticipate that StME will work synergistically will all of them to dramatically improve the
efficiency and parallel scaling of molecular simulations.

1. Introduction

With few exceptions,1,2 the method of choice for computing
long-ranged electrostatic interactions in molecular simula-
tions with periodic boundary conditions is the Ewald sum.3

Whereas simple truncation of long-ranged electrostatic
interactions has been shown to give rise to significant

simulation artifacts,4,5 the use of modern Ewald algorithms
enables more efficient simulations with effectively no omis-
sion of long-ranged electrostatic interactions.

In its original formulation, the Ewald sum for a system of
N particles was an O(N2) computation, but the introduction
of particle:mesh methods have reduced the complexity to
O(N log N)6-8 and even to O(N),9-11 at which point the
choice of optimal algorithm falls to the computational
constants of the various methods given the problem’s size
and particle density. Most concisely, particle:mesh methods
rephrase the problem of computing the electrostatic potential
of a system of point (or otherwise highly localized) charges
from solving O(N2) pairwise interactions to solving Poisson’s
equation for a highly smoothed version of the system’s
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charges and then determining the difference between this
smoothed-charge potential and the system’s actual point
charge density. This approach can be efficient because the
smoothed charge density is written as a Gaussian convolution
of the point charge density: the interaction of two Gaussian
charges rapidly converges to the interaction of two point
charges at distances greater than about six times the
Gaussian’s root-mean-squared deviation. The mesh-based
electrostatic potential can then be solved by fast Fourier
transforms (FFTs) in O(N log N) operations or by a finite-
difference Poisson solver in O(N) operations, while the
modification needed to recover the point-charge potential is
computed in O(N) operations, similar to a simple truncation
method.

Molecular simulations require accurate force calculations,
as well as values of the total system energy. In the primary
publications of the many available electrostatic mesh
methods7,8,10,12 there have been analyses of the parameters
such as the width of the Gaussian charge smoothing function,
direct space truncation length, and mesh density required to
obtain a given degree of accuracy in forces acting on each
atom or the total system energy. In simulations, the goal is
to balance these parameters to maximize efficiency. Mostly,
this is a matter of minimizing the total computational effort,
but with the availability of highly scalable molecular
dynamics codes,2,13-15 another critical factor in the com-
putational efficiency of an algorithm is the communications
requirement. Parallel implementations on many different
machine architectures can therefore benefit from algorithms
that can obtain a given level of accuracy with the widest
possible range of parameters.

In this Article, we draw upon a technique used in the 1970s
for improving the accuracy of force calculations in particle:
mesh methods. The method, known then as “interlacing,”
was first applied to plasma simulations by Chen and
colleagues16 and later to molecular simulations by East-
wood.17 The fundamental improvement is to use two or more
meshes staggered such that their points are displaced by some
fraction of the mesh spacing, typically 1/2. Averaging the
results obtained from each mesh produces significant error
cancellation. When it was introduced, the method was viewed
as a means for achieving higher levels of accuracy with
limited amounts of computer memory, at the expense of
speed. After rediscovering the method, however, we observe
that it improves the overall computational efficiency on
modern computers and may help to improve the parallel
scaling of molecular simulations. We apply interlacing to
the popular Smooth Particle Mesh Ewald method, and term
the extended method “Staggered Mesh Ewald”.

2. Summary of Particle Mesh Ewald Methods

If one calculates the electrostatic potential of a periodic
system of charges by applying using Coulomb’s law over
all pairs of charges in a large number of images of the unit
cell, the process is cumbersome and the result is only
conditionally convergent. The Ewald method employs a
mathematical identity to split the Coulomb sum E(coul) into a
“direct space” sum E(dir) that converges rapidly (with a short
interparticle distance |rij|) in real or “direct” space, and a

“reciprocal space” E(rec) sum that converges absolutely in
“reciprocal” space after Fourier transformation.

Above, n represents all unit cell images, including the
primary unit cell, L is a 3 × 3 matrix whose columns are
the unit cell lattice vectors, i and j run over all charged
particles in the system, rij is the interparticle distance, kc is
Coulomb’s constant, and � is the “Ewald coefficient.”
(Exclusions of electrostatic interactions between bonded
atoms in the primary unit cell are omitted from this
discussion for simplicity.) The Ewald method reduces the
problem of computing the electrostatic energy (and forces
on all particles) to an O(N2) problem, a double sum over all
particles to obtain the reciprocal space sum. (Computing E(dir)

is an O(N) problem because interactions can be neglected
beyond some direct space cutoff Lcut.)

Physically, the Ewald method is equivalent to treating the
system of point (or otherwise highly localized) charges as a
system of diffuse Gaussian charges, solving the electrostatic
potential E(rec) and forces ∂E(rec)/∂ri arising from the Gaussian
charge density, and then modifying those quantities with E(dir)

and ∂E(dir)/∂ri to recover the interactions of the point charges.
Ewald mesh methods take this view of the Ewald reciprocal
space procedure so that the reciprocal space sum can be
solved on a mesh. (The direct space part is identical to the
original Ewald method, and will not be discussed further.)

In general, the procedure with any Ewald mesh method
entails four stages: (1) interpolate the charge mesh Q given
the positions of particles and the magnitudes of partial
charges, (2) smooth the interpolated point charges into
Gaussian charges of the desired width, (3) compute the
electrostatic potential Φ(rec) by solving Poisson’s equation
for the smoothed charge density, and (4) compute the
electrostatic potential energy and forces given the derivatives
of the charge density in Q and the potential Φ(rec). Many
Ewald mesh methods, including the Smooth Particle Mesh
Ewald8 method that we will focus on during the results, make
use of Fast Fourier Transforms (FFTs) to solve Poisson’s
equation; in those cases it is convenient to combine stages 2
and 3. The charge mesh Q is transformed using the forward
three-dimensional FFT to obtain Q̂, which is then multiplied
element-wise by the transformed reciprocal space pair
potential θ̂(rec). The inverse three-dimensional FFT is then
applied to the product to complete the convolution Φ(rec) )
Q f θ(rec).

The two FFTs needed to convolute Q with θ(rec) have O(N
log N) computational complexity, much better than the
complexity of the original Ewald method. However, for
highly parallel molecular dynamics applications, the FFTs
still require global data communication: every processor
involved in the FFTs must broadcast its part of the problem
to all other processors, and in turn receive similar information

E(coul) )
1
2 ∑

n
∑

i
∑
j*i

kcqiqj

|n·L + rij|

E(dir) =
1
2 ∑

i
∑
j*i

kcqiqj(1 - erf(�|r|))

|rij|

E(rec) )
1
2 ∑

n
∑

i
∑
j*i

kcqiqjerf(�|r|)

|n·L + rij|

(1)
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from every other processor. This constraint on the ultimate
scalability of the calculation has driven the development of
real-space methods for solving Φ(rec).9-11 However, none of
these methods has become widely used on commodity
hardware because they are all considerably more expensive
than the FFT-based methods: the break-even point comes at
very high processor counts, which even today are not widely
available. The Staggered Mesh Ewald method presented in
this communication offers a way to reduce the total amount
of mesh data that must be transformed, which we will show
can help to accelerate simulations on a single processor and
may help extend the scalability of FFT-based Ewald mesh
methods.

3. Summary of Mesh Staggering Methods

Mesh staggering, or “interlacing” as it was originally termed,
uses multiple samples of the interpolated charge density of
particles on a mesh to suppress errors in the mesh calculation
because of “aliasing.”7 Interpolation of a particle to a mesh
creates a spectrum of aliases for that particle at each mesh
point; because the spectrum is not perfectly smooth, the
effects of different aliases on other aliases from the same
particle or aliases of a nearby particle can be distorted by
their proximity on the mesh. The most basic outcome of
aliasing is the fluctuation of forces on particles as a function
of their alignment relative to the mesh, which in turn is
detrimental to momentum and energy conservation. By
sampling multiple spectra of each particle on the mesh,
different sets of aliases can be generated. Although each of
these spectra contains roughly the same level of error in the
interactions of each particle’s aliases, the errors from multiple
spectra may cancel if the spectra evenly sample the possible
alignments of the system’s particles relative to the mesh.
The simplest and most economical implementation of the
mesh staggering technique involves mapping particles to two
meshes staggered such that points of one mesh fall exactly
halfway in between those of the other.16

4. Methods

4.1. Preparation of Primary Test Cases. Anticipating
that condensed-phase molecular dynamics simulations will
be the primary application of the Staggered Mesh Ewald
(StME) method, we selected four test systems: a streptavidin
tetramer18 solvated in a cubic cell, a condensed mixture of
35% v/v glycerol and water in a monoclinic cell, a scorpion
toxin protein crystal lattice19 solvated with water and
ammonium acetate in an orthorhombic noncubic cell, and a
cyclooxygenase-2 (COX-2) dimer20 solvated in a truncated
octahedral cell. Dimensions and atom counts in all of the
simulation cells are provided in Table 1. Together, these four

test cases span the available types of periodic simulation cells
and encompass a variety of condensed-phase systems.

The SPC/E water model was used in all cases; glycerol
parameters were obtained from Chelli and co-workers,21 and
any proteins were modeled with the AMBER FF99SB force
field.22 Prior to electrostatic calculations, all systems were
equilibrated with at least 650 ps of molecular dynamics,
including position-restrained dynamics if proteins were
present and constant-pressure dynamics to reach each
system’s equilibrium density.

4.2. Accuracy Standards for Ewald Calculations. To
compare different Ewald methods, it is necessary to define
what parameters determine the accuracy of the calculation
and also what is an “acceptable” level of accuracy. We will
summarize these parameters here and then assess the
efficiency of Ewald methods in terms of acceptable combi-
nations of the parameters in the Results.

The accuracy of the direct space part of any Ewald
electrostatics calculation is determined by the direct sum
tolerance Dtol. Briefly, Dtol is the maximum acceptable
relative difference between the interaction potential of two
Gaussian charges and the interaction potential of two point
charges. As we discuss in the Supporting Information, Dtol

works together with the direct space truncation length Lcut

to determine the width of the Gaussian charge smoothing
function σ.

The accuracy of the reciprocal space part of a Smooth
Particle Mesh Ewald (SPME) calculation is primarily a
function of the ratio of σ to the mesh spacing µ, but in SPME,
there is one other factor involved which is the order of
interpolation used to map each point charge to the mesh.
For the most generality, we recognize that µ can be different
along each of the unit cell dimensions a, b, and c and that
the unit cell lattice vectors need not be orthogonal. We
therefore discuss results in terms of the number of mesh
points in each dimension Ga, Gb, and Gc, in addition to the
mesh spacings µa, µb, and µc. Most precisely, the mesh
spacings refer to the magnitudes of the bin vectors va, vb,
and vc as illustrated in Figure 1.

Because there is no single standard for the accuracy of
forces in molecular simulations, we chose two based on
default SPME parameters from existing molecular dynamics
codes. Most codes use the largest µa, µb, and µc e 1.0 Å
obtainable such that Ga, Gb, and Gc are multiples of 2, 3,
and 5; fourth order interpolation (a cubic B-spline) is
typically used to map charges to the mesh. The AMBER
molecular dynamics modules set Dtol ) 1.0 × 10-5 and Lcut

) 8.0 Å by default, whereas values of Dtol ) 1.0 × 10-6

and Lcut ) 12.0 Å are recommended in the NAMD and
CHARMM communities. Because the overall strength of
atomic charges differs between systems and slight changes

Table 1. Test Cases for the Staggered Mesh Ewald Methoda

case cell dimensions (a, b, c), Å cell dimensions (R, �, γ) atom count

streptavidin 89.7 × 89.7 × 89.7 90°, 90°, 90° 73 305
protein crystal 91.3 × 81.3 × 91.0 90°, 90°, 90° 73 944
glycerol solution 69.7 × 69.7 × 89.0 60°, 90°, 90° 39 808
cyclooxygenase-2 114.8 × 114.8 × 114.8 109.5°, 109.5°, 109.5° 118 833

a The cases presented here span a variety of simulation cell geometries. All systems are in the condensed phase and were
pre-equilibrated by molecular dynamics simulations at constant pressure.
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in the size of each system may graduate Ga, Gb, or Gc to the
next available integer (i.e., 80 to 90 or 108 to 120), the
accuracy of either method is system-specific. We therefore
computed forces on all atoms from the four test cases in
Table 1 using each set of Ewald parameters and compared
them to the results of regular Ewald calculations as described
above. We concluded that the AMBER default Ewald
parameters can be expected to yield forces accurate to within
7.5 × 10-3 kcal/mol Å, roughly 0.05% relative error, whereas
those recommended by the NAMD and CHARMM com-
munities yield forces roughly five times more accurate, to
within 1.5 × 10-3 kcal/mol Å or 0.01% relative error. We
will refer to these as the “AMBER” and “CHARMM”
standards later in this work.

In defining these standards, we emphasize that the
default settings of a particular molecular dynamics package
are separate from the numerical stability of the code itself.
The AMBER dynamics engines SANDER and PMEMD
both use double precision for all computations and can
run simulations with very little energy drift. We also
emphasize that the level of accuracy necessary to obtain
reliable simulation results is not precisely known. The

“AMBER” and “CHARMM” standards merely represent
two points on a continuum.

4.3. Smooth Particle Mesh Ewald Force Calcula-
tions. SPME calculations for this work were performed using
the SANDER module of the AMBER software package13

in debugging mode to print out the forces. Staggered Mesh
Ewald calculations, presented in the results, were done by
averaging the results of two SPME calculations using the
appropriate alignments of the particles and mesh. A high-
accuracy regular Ewald sum, in which the forces were
converged to a precision of 1.0 × 10-5 kcal/mol Å, was used
as the reference for rating the accuracy of any Ewald mesh
calculation.

5. Results

Although mesh staggering has been applied to the Particle:
Particle Particle:Mesh (P3M) method,17 we will first quantify
its benefits in the context of the newer Smooth Particle Mesh
Ewald (SPME) method for simple cases before moving on
to complex molecular systems. We divide the numerical error
caused by particle aliasing into two sources: self-image forces
that particles exert on themselves and errors in pair interac-
tion forces. As would be expected, we observed that the self-
image force errors are proportional to the squares of the
individual charges and that pair interaction force errors are
proportional to the product of the two charges. However, to
simplify the following presentation, we use only +1e and
-1e charges, where e is the charge of a proton. We also
emphasize that the interpolation order, Lcut, and Dtol signifi-
cantly influence the accuracy of SPME calculations, but again
to keep the presentation simple, we fix these parameters at
Lcut ) 9.0 Å, Dtol ) 1.0 × 10-6, and fourth-order interpola-
tion. The periodic unit cell in the following examples, termed
the “test cell,” was a 64 Å cube.

5.1. Self-Image Forces in Smooth Particle Mesh
Ewald calculations. The first source of numerical error can
be observed by computing the SPME force on a single
particle. We placed a single charge at a random point in the
test cell and computed the electrostatic forces on the particle
using a mesh spacing µ of 1.333 or 1.000 Å (corresponding
to G ) 48 or 64 points on a side). Repeating this procedure
many times allowed us to plot the error in the force on the
particle as a function of its alignment on the mesh, which
we describe as its bin displacement �

where r is a particle’s position relative to the origin of the
grid and R ∈ {a, b, c}, the three dimensions of the mesh.
The concept of a bin displacement is illustrated in Figure 1.

Simply stated, the self-image force error is any deviation
from zero as a charge should put no force on itself and forces
resulting from the charge’s images should perfectly cancel.
In Figure 2, the three components of the error are shown to
be separable in three dimensions, plotted against the corre-
sponding values of �. As has been found with previous
investigations on mesh staggering, the self-image force error
F(si) is well described by a Fourier sine series (eq 3)

Figure 1. Graphical guide to mesh terminology used in the
text. Two examples of a two-dimensional mesh are given. The
upper mesh is a rectangular mesh analogous to an orthor-
hombic three-dimensional unit cell; the lower mesh is analo-
gous to a nonorthorhombic unit cell. We define the bin vectors,
va and vb, as shown for each mesh; note that the magnitudes
of the bin vectors correspond to the mesh spacings µa and µb

and that the lattice vectors can be written as Gava and Gbvb,
where Ga and Gb are the number of mesh cells in each
dimension. Each mesh point is indexed from 0 to Ga - 1 or
Gb - 1 and the meshes span a periodic unit cell as shown on
the diagram. The mesh bin coordinates, u ) (ua, ub) describe
the location of a point r within the mesh: r ) uava + ubvb.
Each mesh contains a small circle to represent a particle; the
expression for its bin displacement is given by eq 2 or � ) u
- floor(u). In the upper mesh, the particle has mesh bin
coordinates u ) (2.5,1.5) and bin displacements �b ) (0.5,
0.5); in the lower mesh, the particle’s mesh bin coordinates
are (1.5, 1.75), and its bin displacements are (0.5, 0.75).

�R )
rR
µR

- floor(rR
µR

) (2)
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where q is the atomic charge and the W (p) coefficients depend
on the direct space cutoff, mesh spacing in each dimension,
and the interpolation order. For the cubic test cell, Wa

(p) )
Wb

(p) ) Wc
(p). Repeating the mesh calculation for a mesh

staggered by µ/2 in all dimensions would eliminate all errors
associated with sine series terms with odd values of k, most
importantly k ) 1. However, eq 3 raises the possibility of
eliminating self-image force errors for all values of k by
simply computing the appropriate sine series coefficients.

To see how F(si) contributes to the total error in a system
of multiple charges, we created a sparse set of 200 +1e and
200 -1e charges spaced further than Lcut ) 9.0 Å from one
another in the test cell. SPME calculations were carried out
as before and were compared to the results from a regular
Ewald calculation as described in Methods. The results in
Figure 3 show that F(si) plays a major role in the total error
of the SPME calculation for a system of sparse charges; for
all particles, the numerical error correlates with F(si) with
Pearson coefficient 0.96 ( 0.01 for µ ) 1.000 or 1.333 Å;
if we optimize the first two W(p) coefficients to reduce the
error in these SPME calculations, the values come very close
to those found for the case of solitary charges under similar
conditions, as illustrated in Figure 3. Correcting for the self-
image forces can improve the accuracy of either of these
SPME calculations by a factor of 4 to 5, implying that for
simulations of diffuse plasmas the benefits of a second,
staggered mesh calculation can be obtained by simply
computing the appropriate sine series coefficients and ap-
plying a correction force to each particle after each mesh
calculation. However, there are clearly other sources of error
even with the particles spaced by more than Lcut.

As shown in Figure 4, these other sources of error
dominate in a condensed system. While the overall error

remains weakly correlated with F(si), we found that simply
correcting the self-image error was no longer effective for
improving the accuracy of SPME calculations on dense
plasmas or solvated biomolecular systems.

5.2. Pair Interaction Force Errors in Smooth
Particle Mesh Ewald Calculations. To analyze the pair
interactions that seem to be critical for accurate SPME
calculations in condensed-phase systems, we set two charges
of opposite sign close to one another in the test cell and
computed the force between them using the same SPME
parameters as before. We then iteratively perturbed the
second charge along the x axis and recomputed the forces
until the charge had traveled the entire width of the test cell.
By repeating this analysis for different fixed positions of the
first charge relative to the mesh (sampling the bin displace-
ment � for the first charge while sampling all possible x
coordinates of the second charge), we were able to plot the
error in pair interaction forces between two particles as
shown in Figure 5.

As shown in Figure 5, different aliases of each particle
interact in complex ways, giving rise to errors that depend
both on the interparticle separation in all three dimensions
as well as the bin displacement of the first charge. Despite
these complexities, however, Figure 5 confirms that mesh
staggering eliminates a majority of the pair interaction force
errors, particularly if the two meshes are staggered by 1/2
the mesh spacing µ in all directions simultaneously. Chen
and co-workers used this multidimensional staggering ap-
proach in their simulations of plasmas,16 although other
investigators7 have suggested that the results of as many as
eight meshes, staggered by µ/2 along any and all of the unit
cell lattice vectors, should be averaged to obtain the best
results. We tried averaging the results of eight such meshes
(data not shown), but found this much more expensive
approach to give scarcely better results than using only two
meshes.

Figure 2. Force errors associated with mapping a single atomic charge to the mesh. When point charges are mapped to a
mesh, they suffer an artifactual net force from their own the self-images in other unit cells. These artifactual forces decrease
rapidly as the mesh becomes finer but can be significant even for 1.0 Å meshes, a common spacing used in conjunction with
direct space cutoffs of ∼9 Å. The plots above show the self-image forces on a +1e test charge as it is moved to many random
positions inside a 64 Å cubic box, when the mesh spacings given in each panel are used to compute the reciprocal space
electrostatics. b, +, and O represent self-image forces in the x, y, and z directions (along va, vb, and vc for this mesh). In all
cases the self-image forces have a sinusoidal form given in eq 3 with respect to the bin displacement; the amplitude of the error
increases rapidly with the mesh spacings µa, µb, or µc but appears to depend only on the charge’s bin displacement in each
dimension. Molecular dynamics codes typically add a “net force correction” to prevent the reciprocal space calculation from
imparting artificial momentum on the system; eliminating the self-image forces would reduce but not obviate the need for such
a correction (see also Figure 3).

FR
(si) = ∑

p)0

∞

WR
(p)q2 sin(2pπ�R) (3)

2326 J. Chem. Theory Comput., Vol. 5, No. 9, 2009 Cerutti et al.



5.3. Staggered Mesh Ewald Method. Having confirmed
that mesh staggering can eliminate large portions of the self-
interaction force error, as well as pair interaction force errors
in the SPME method, we sought to quantify the benefits of
the mesh staggering in terms of accuracy and overall
calculation efficiency when applied to condensed-phase
biomolecular systems.

We term the use of two reciprocal space calculations on
meshes aligned one-half mesh spacing relative to one another
in all three mesh dimensions “Staggered Mesh Ewald”
(StME). Because the reciprocal space operations (mapping
charges to the mesh, convoluting the density and solving
Poisson’s equation, and interpolating forces from the smoothed
potential) are identical to the procedures in SPME, imple-
menting this method in current molecular dynamics codes
can be straightforward. However, we will suggest some
additional optimizations later in the Results.

With two meshes to compute but the potential to increase
the accuracy by an order of magnitude or more relative to
the corresponding SPME calculation, we wanted to thor-

oughly characterize the numerical error of StME relative to
SPME for a variety of simulation parameters. In the 1970s,
FFT solvers were efficient with mesh sizes of powers of 2,
at the time, ”interlacing” typically meant using two coarse
meshes with twice the spacing of the equivalent fine mesh,
and delivered an intermediate level of accuracy. Modern FFT
solvers, however, are able to work efficiently with multiples
of 2, 3, 5, and even 7; we therefore have much more freedom
in the choice of mesh spacings for maximizing efficiency.
Furthermore, since the 1970s, simulations in nonorthorhom-
bic unit cells have become more common; it is important to
confirm that mesh staggering is beneficial in these cases as
well.

We performed both SPME and StME calculations on
all test cases listed in Table 1 and compared them to
regular Ewald calculations as described in Methods. The
results are plotted in Figures 6 and 7. These tests, which
included noncubic and nonorthorhombic cells, demonstrate

Figure 3. Force errors in a system of many sparse charges.
A total of 200 pairs of (1e charges were placed in another
64 Å cubic box similar to the setup in Figure 2. Charges were
distributed such that no two came within 9.5 Å of one another
(for this example, Lcut ) 9.0 Å, and Dtol ) 1.0 × 10-6). Black
dots in each panel represent the total error in the force on
each charge in the x, y, or z directions. The black lines in
each panel represent the expected self-image forces, obtained
by optimizing the coefficients W (1) and W (2) in eq 3 for each
mesh. For µ ) 1.333 Å, W (1) ) 0.1335 and W (2) ) 0.0112;
for µ ) 1.0 Å, W (1) ) 0.0476 and W (2) ) 0.0046. While the
expected self-image forces account for a significant amount
of the total error, other sources of error are clearly present
even for this sparse system of charges.

Figure 4. Force errors in increasingly dense systems. Many
pairs of (1e charges (1600 in the top panel, 12 800 in the
bottom panel) were placed in a 64 Å cubic box in the same
manner as in Figure 3 according to the minimum interparticle
spacing |ri - rj| given in each panel. For this example, µ )
1.333 Å, Lcut ) 9.0 Å, and Dtol ) 1.0 × 10-6. Black dots again
represent the total error in the force on each charge in the x,
y, or z directions (errors for only 400 charges are shown for
clarity). The self-image forces remain a major factor in the
total error even at minimum interparticle spacings as low as
5.0 Å, but other sources of error rapidly dominate as the
minimum spacing goes below 2.5 Å and thus removing the
self-image error is no longer an effective correction for coarse
reciprocal space meshes. In a typical MD simulation, inter-
particle separations of less than 1 Å are common.
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the applicability of the method to periodic systems in
general. Note, however, that the mesh grids are staggered
by (1/2)(va + vb + vc), not simply by the half the mesh
spacing in x, y, and z.

Figures 6 and 7 show that, for a given order of interpola-
tion and direct sum tolerance, the StME method can greatly
increase the accuracy of computed forces relative to an
SPME calculation with similar parameters. In all systems,
error reductions exceeding 1 order of magnitude can be
obtained for direct space cutoffs of 8 Å to 10 Å with similar
mesh sizes and values of Dtol; the benefits of StME appear
to be highest for direct space cutoffs and mesh densities near
those used in typical MD simulations. Furthermore, the StME
method continues to produce comparable increases in ac-
curacy, relative to SPME, if the order of interpolation is
increased or if Dtol is reduced. Although we did not
demonstrate that the self-image forces and errors in pair
interaction forces could be canceled with staggered meshes
in nonorthorhombic unit cells, StME shows equally good
performance for other condensed-phase systems in such unit
cells.

While electrostatic potentials from two meshes must be
computed in StME, the method achieves comparable ac-
curacy to SPME with coarser meshes and smaller values of
Lcut. For example, when using fourth order interpolation and
Dtol ) 1.0 × 10-5 for calculations on the streptavidin system,
StME achieves nearly the same accuracy with Lcut ) 8.0 Å
and Ga ) Gb ) Gc ) 60 as SPME with Lcut ) 9.0 Å and Ga

) Gb ) Gc ) 90. In such a case, the direct space workload
is reduced by almost 30% and the overall FFT workload is
reduced by more than 40%: each mesh of 603 points is 3.375
× smaller than the mesh of 903 points that would become
the bottleneck for the SPME calculation. Twice as many
charge mapping and force interpolations would be required
in the most basic implementation of StME, but as will be
discussed, other optimizations can still lead to significant
improvements in simulation efficiency with this method. We
will make a detailed analysis of the optimal parameters for
StME and SPME calculations later in the results.

5.4. Energies and Virials Obtained with Staggered
Mesh Ewald. Highly accurate forces are the most important
product of a molecular dynamics method, but we also wanted

Figure 5. Force errors associated with pair interactions caused by coarse reciprocal space meshes. Significant errors enter the
calculation of the force between two (1e charges P1 and P2 when a coarse mesh (in this case, µ ) 1.333 Å) is used. Error in
the x component of the force exerted on P1 by P2, excluding any self-image force, is plotted as P2 is moved parallel to the x axis
such that its path intercepts P1 unless otherwise noted. Results for several different positions of P1 are shown as a function of
the x displacement between P1 and P2. Panel A, solid line: P1 is positioned at the origin. Panel A, dashed line: P1 is positioned
at 0.5 µ along the x axis. In Panel B, the solid line is copied from Panel A, but for the dashed line, P1 is positioned at (0.5 µ, 0.5
µ, 0.5 µ). The errors are anticorrelated in Panel A and more strongly so in Panel B (the solid line with circles shows the average
of the two errors). Panels C and D follow the format of Panel B. Panel C, solid line: P1 positioned at 0.25 µ on the x axis. Panel
C, dashed line: P1 positioned at (0.75 µ, 0.5 µ, 0.5 µ). Panel D, solid line: P1 positioned at (0.307 µ, 1.421 µ, 1.804 µ), P2 moved
along the x axis. Panel D, dashed line: P1 positioned at (0.807 µ, 1.921 µ, 2.804 µ), P2 moved to sample points (x, 0.5 µ, 0.5 µ).
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to test whether StME could produce energies and virials of
comparable accuracy to SPME, particularly when used with
coarser meshes. Typically, electrostatics dominates the total
potential energy of a molecular system but the energy of
the reciprocal space part is fairly small. The reciprocal space
calculation also makes fairly minor contributions to the
system’s virial tensor. Still, errors in these contributions could
limit the overall applicability of StME. We also tested
whether errors in either of these quantities were systematic
or random by repeating the StME and SPME calculations
for 20 individual snapshots taken at 100 ps intervals from 2
ns trajectories of each system. These tests were conducted
using the SANDER module of the AMBER software.

When the mesh used to compute the reciprocal space
electrostatic potential is coarsened, both the energy and
elements of the virial tensor trace become increased relative
to their values obtained with a very fine mesh. Figure 8
shows that for a mesh spacing µ approaching 1.5 Å, the
reciprocal space calculation begins to report energies notice-
ably different from the values obtained in the limit of a very
fine mesh. This behavior holds for the reciprocal space
contributions to the virial trace as well; the off-diagonal
elements of the virial accumulate very large errors (data not
shown).

Despite these limitations, it appears that StME can hold
its ground in most constant pressure simulations and in cases
when the total system energy is required. In any periodic
simulation cell, isotropic position rescaling can be used to

adjust the cell size to satisfy a particular external pressure
making use of only the trace of the virial tensor. In
orthorhombic cells, even anisotropic rescaling can be ac-
complished without reference to the virial’s off-diagonal
elements. In our test cases, elements of the virial’s trace are
consistently biased by nearly the same amount for a given
system and a particular set of SPME parameters.

In StME calculations, the strong anticorrelation between
the errors of the two coarse meshes carries over into estimates
of the energy and virial trace, so that the average of the two
results is biased more consistently than either alone. It is
likely that the necessary correction factors can be computed
at the beginning of a simulation by comparing the results
from both StME meshes to the results from a finer mesh or
higher interpolation order computed with the same values
of Dtol and Lcut. Periodic updates of the correction factors,
perhaps every 10 000 steps or upon significant changes in
the unit cell dimensions, appear to be a reliable means of
keeping errors in the calculated energy and virial trace within
the levels obtained with conventional SPME calculations and
accepted parameters. To ensure that the accuracy in estimates
of the energy and virial trace (after removing the bias) was
comparable to the accuracy of forces in StME, we scanned over
a large number of all four Ewald parameters for the streptavidin
and COX-2 test cases. The results in Figure 9 confirm that, if
StME produces accurate forces, it produces a precise virial trace
and energy as well. Further explanation of why the energy and

Figure 6. Accuracy of Smooth Particle Mesh Ewald (SPME) and Staggered Mesh Ewald (StME) calculations for the streptavidin
test case. Each type of Ewald calculation was run using the parameters given in the top right corner of each panel. Black lines
with open or filled symbols represent 4th or 5th order interpolation, respectively; diamonds and circles represent SPME and
StME calculations, respectively. In most MD codes, a mesh of 903 points would be used, along with Dtol ) 1.0 × 10-5 or 1.0 ×
10-6 and 4th order interpolation; these cases are shown in orange and blue, respectively, for reference. Additional details of the
streptavidin system are given in Table 1. Even with a mesh spacing 1.5× the standard value, the StME method offers improved
accuracy over the corresponding SPME calculation for nearly all values of Lcut. StME maintains its advantage with finer meshes
or higher interpolation orders.
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virial trace estimates are biased in the manner observed is
provided in the Supporting Information.

5.5. Simple Metric for the Accuracy of Ewald Mesh
Methods. As in shown in the Supporting Information, it is
logical to compute the accuracy of the reciprocal space part
of an Ewald mesh calculation as a function of σ/µ, where σ
is the width of the Gaussian charge smoothing function
defined in Equation S.1 of the Supporting Information and
µ, again, is the mesh spacing. We did this for all four of our
test cases by computing SPME or StME calculations for σ
ranging from 0.5 to 3.0 Å, µ ranging from 0.9 to 2.0 Å, and
fourth, fifth, or sixth order interpolation.

Force errors for each test case are plotted as a function of
σ/µ in Figure 10 for StME calculations using fourth order
interpolation and SPME calculations using fourth, fifth, or
sixth order interpolation. In all cases, the accuracy of forces
appears to approach a log-linear relationship with σ/µ; in

this region, the accuracy of StME is roughly 1.2 orders of
magnitude higher than SPME with identical parameters.

Because the accuracy in an Ewald mesh calculation also
depends on contributions from the direct space calculation,
we assumed that the entire electrostatics calculation could
meet “AMBER” or “CHARMM” accuracy if the reciprocal
space calculation produced errors up to half the level of either
standard (this estimate is conservative, as the direct and
reciprocal space forces for any given atom are generally
oriented randomly with respect to one another, so the
magnitude of the combined error will be at most the sum of
the direct and reciprocal space errors). Our findings echo
results in Figures 6 and 7: StME calculations using fourth
order interpolation can meet the “AMBER” level of accuracy
with σ g 1.0 µ, whereas SPME run with fourth order
interpolation would require σ g 1.5 µ. This is reflected in
the AMBER default parameters: Lcut ) 8.0 Å and Dtol ) 1.0

Figure 7. Accuracy of SPME and StME calculations for three other test cases. The format follows Figure 6 but only the case
of a mesh spacing 1.5× the default value, that is µ approaching 1.5 Å, is shown. The 35% v/v glycerol:water mixture, protein
lattice, and the solvated COX-2 dimer are simulated in monoclinic, orthorhombic, and truncated octahedral cells, respectively.
For efficiency, the truncated octahedron is tiled and reshaped into a triclinic unit cell in dynamics simulations. Additional details
of all systems can be found in Table 1. The StME method shows comparable performance relative to SPME across all test
cases.
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× 10-5 implies that σ is approximately 1.42 Å to pair with
µ e 1 Å. Similarly, StME can achieve “CHARMM”
accuracy using fourth order interpolation and σ g 1.2 µ.
SPME with fourth order interpolation would require σ g
2.0 µ: this is reflected by the NAMD recommended
parameters Lcut ) 12.0 Å and Dtol ) 1.0 × 10-6, implying
σ ≈ 1.94 Å for µ e 1 Å. Figure 10 also shows that SPME
calculations must use sixth-order interpolation to produce
“AMBER” or “CHARMM” accuracy with the σ/µ ratios
available to StME with fourth order interpolation.

In the Supporting Information, we show that there is a
nearly linear relationship between σ and Lcut for a given Dtol,
which implies that there is then a roughly linear relationship
between the acceptable values of Lcut and µ for a given value
of Dtol. In the next section, we will examine how the
combination of µ, Lcut, and Dtol can be used to optimize
performance in both SPME and StME.

5.6. Optimal StME and SPME Parameters. To define
optimal Ewald parameters, we return to the “AMBER” and
“CHARMM” accuracy standards as defined in Methods.
Because different computing architectures favor different
levels of real-space or reciprocal space calculations, we did
intensive scans of Lcut between 6.0 and 16.0 Å, µ between
0.7 and 2.0 Å, and Dtol between 5.0 × 10-7 and 1.0 × 10-5

for both fourth and fifth order interpolation. Because the
choice of Dtol does not affect execution time, we sought any
value of Dtol that could satisfy the accuracy standards for
given values of Lcut and µ. Results for SPME and StME
methods are plotted in Figure 11.

While increasing the interpolation order from 4 to 5 will
greatly expand the combinations of Lcut and µ that can
produce a particular level of accuracy, staggered meshes with
fourth order interpolation offer an even wider array of
options. Figure 11 also confirms a result evident in Figures

6 and 7 that increasing the interpolation order with staggered
meshes is of marginal benefit when seeking the AMBER
level of accuracy but offers more significant improvements
when seeking the higher CHARMM level of accuracy.

Although we do not have a working version of Staggered
Mesh Ewald in an efficient molecular dynamics package, it
is not difficult to obtain reasonable estimates of the single-
processor efficiency of StME versus SPME. We assume that
the costs of the occasional energy and virial bias corrections
and the cost of averaging the forces obtained by the two
reciprocal space calculations are negligible. If the two
reciprocal space calculations share data, the computation of
the reciprocal space pair potential θ̂(rec) need only be done
once for both meshes, and there is even the possibility of
using “harmonic averaging,”17 combining the two staggered
meshes in Fourier space to eliminate one of the four FFTs
and one of the two force interpolation procedures for
significant overall savings. However, we assumed that the
two calculations must be done independently, because there
may be benefits to parallel performance in this regard and
independent calculations make the StME implementation
trivial. Under these assumptions, the reciprocal space part
of an StME calculation takes exactly twice as long as the
identical SPME reciprocal space calculation. Tests were
conducted on an Intel 2.66 GHz E5430 processor with the
serial version of the pmemd module of AMBER10. Similar
to findings presented by Crocker and co-workers in the
development of their own parameter optimization program
MDSimAid,23 we were unable to significantly improve the
performance of single-processor SPME calculations by
simply adjusting the parameters. However, Tables 2 and 3,
which also provide additional details of the molecular
dynamics benchmark, shows that optimized StME parameters
can perform somewhat better than optimized SPME param-

Figure 8. Removable bias in StME estimates of electrostatic energy and elements of the virial tensor trace. In the left panel,
StME using 603 mesh points, 4th-order interpolation, Dtol ) 1.0 × 10-5, and Lcut ) 8.0 Å estimates the streptavidin test system’s
electrostatic energy 38.5 kcal/mol too high relative to a very accurate standard, on average, over the course of a 2 ns simulation.
The StME error in the energy estimate is given by the solid line with open circles; plain solid and dashed lines show the error
if either of the two StME meshes were used alone. In comparison, a standard SPME calculation run with the AMBER default
parameters (a mesh of 903 points) delivers an error of only 0.6 ( 0.1 kcal/mol. However, the errors in the reciprocal space
energy estimates of each StME mesh are strongly anticorrelated such that the overall error is very consistent: 38.5 ( 0.2 kcal/
mol. If the 38.5 kcal/mol bias is removed by measuring against a high accuracy standard occasionally over the course of a
simulation, the electrostatic energy can be consistently estimated to within the error of the AMBER default parameters. A similar
treatment can be applied to derive the correct reciprocal space virial tensor trace, as shown for the COX-2 test case in the right
panel (StME was performed with meshes of 803 points; the default AMBER parameters imply a mesh of 1203 points for SPME).
The format of the lines is the same; error in Vxx appears in the bottom half of plot, error in Vzz in the top half (error in Vyy is
omitted for clarity).
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eters to obtain either AMBER or CHARMM accuracy on
the four test cases.

In contrast to single-processor performance, parallel scal-
ing is difficult to predict. We expect that the performance
advantage of StME will carry over into simulations on small
numbers of processors and that the ability to reduce the
overall FFT workload without increasing the direct space
workload will give StME another advantage in highly parallel
applications. The optimal parameters will change with the
number of processors, and as shown in Figure 11, StME
offers many choices. Parallel implementations of the SPME
algorithm have been extensively optimized for parallel
scaling by multiple independent groups;13-15 while StME
can likely benefit from much of this progress, it will take
some effort to devise a parallel StME implementation that
is as finely tuned to make a fair comparison with the best
SPME implementations.

6. Discussion

In this Article, we have reviewed and renewed an old
technique, interlacing, for improving the accuracy of particle:
mesh calculations. While the technique was originally used

to reduce the memory requirements of such calculations at
the expense of simulation speed, our new implementation
Staggered Mesh Ewald seems to confer some benefits to
overall speed on modern computers. Nowadays, computer
memory is plentiful but the ability to use smaller meshes
may help to reduce the total communication cost of simula-
tions in parallel applications. We will now discuss how mesh
staggering might benefit other Ewald mesh methods, Poisson
solvers, and molecular simulations.

6.1. Staggered Meshes for Other Poisson Solvers.
Previously, mesh staggering has been shown to be effective
with the Particle:Particle Particle:Mesh (P3M) method,17 and
here, we have shown it to be effective with the Smooth
Particle Mesh Ewald (SPME) method. The principal differ-
ence between these electrostatic methods is the shape of the
charge smoothing function used in the mesh calculation: P3M
uses a spherical hypercone, whereas SPME uses a spherical
Gaussian, which confers some advantage in accuracy9

because the Gaussians are better at conserving the total
amount of charge on the mesh. We expect that mesh
staggering will also improve the accuracy of Gaussian Split
Ewald (GSE) calculations,9 which are nearly identical to

Figure 9. Error in energy and virial trace elements plotted against error in forces obtained by the StME method. Forces, energies,
and virials were computed by StME for 20 snapshots of the streptavidin and COX-2 test cases for Dtol of 1.0 × 10-5 or 1.0 ×
10-6, µ ranging from 2.0 to 0.9 Å, Lcut ranging from 7 to 12 Å, and 4th- or 5th-order interpolation. Each point in the four plots
above represents the results for a particular set of Ewald parameters: the root mean squared error in electrostatic energy or
instantaneous pressure (after removal of any bias) is plotted against the average force rmsd for all 20 snapshots. The division
of the points into two groups stems from the different values of Dtol. Crosshairs in each plot intersect at the error in force and
error in pressure or energy obtained using the default AMBER parameters (µ e 1 Å, 4th order interpolation, Lcut ) 8.0 Å, and
Dtol ) 1.0 × 10-5) for each system. Although the errors in pressure may appear large, only the amplitude is plotted and after
removal of bias the error in pressure from StME calculations can be positive or negative. The root mean squared deviations in
the instantaneous pressure obtained for streptavidin and COX-2 over the course of each simulation were both 90 bar, fluctuating
about an average of 1 bar; in this sense, the errors in pressure are a miniscule amount of extra noise.
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SPME except in the function used to interpolate particles to
the mesh (SPME uses a B-spline, whereas GSE uses another
Gaussian, but B-splines in fact converge to Gaussians in the
limit of high-interpolation order24).

Another possible application of mesh staggering is to real-
space variants on the SPME method, which use the same
particle interpolation and charge smoothing functions but
solve Poisson’s equation in real space.10,11 These methods
may prove more scalable than FFT-based methods on very
high numbers of processors, but the principal drawback
of these methods is the cost of smoothing the charge
density in real space, a function of the number of mesh
points. Staggered meshes can not only reduce the number
of mesh points needed but also improve the efficiency of
the charge smoothing procedure because the distances
between corresponding mesh points are identical on both
meshes. Such improvements may help close the gap
between real-space and FFT-based Poisson solvers in
Ewald calculations.

Fast Multipole methods (FMMs)25,26 receive attention for
the same reasons as real-space based Poisson solvers: the

promise of O(N) scaling and also exponentially reduced
communication requirements as the interactions become
increasingly long-ranged. While FMMs continue to be slower
than FFT-based Poisson solvers for condensed phase mo-
lecular systems, as with real-space Poisson solvers, consider-
able progress has been made in recent years. It is possible
that staggering the hierarchy of meshes used by FMMs may
confer the same benefits as staggering the one mesh used
by SPME or P3M, again helping to close the performance
gap between these methods and the standard particle:mesh
techniques used in most molecular simulations.

While mesh staggering may have utility in other Poisson
solvers, other approximations that have proven useful in
standard Poisson solvers may be of utility in Staggered Mesh
Ewald. In particular, the use of spherically truncated FFTs,27

discarding very low-frequency modes in Fourier space much
as interactions in the tail of the direct space sum are discarded
in standard SPME, can decrease the cost and communication
requirements of the FFT needed to take the charge Q mesh
into Fourier space. By using spherically truncated FFTs and
harmonic averaging17 in the context of Staggered Mesh

Figure 10. Accuracy of forces as a function of the ratio of charge smoothing to mesh spacing. In each of four systems, the
accuracy of forces was computed for a range of values of direct space cutoff Lcut and mesh spacing µ. For all calculations, the
direct sum tolerance Dtol was set to 1.0 × 10-9, implying that errors in the forces came almost exclusively from the reciprocal
space calculation. Equation S.7 of the Supporting Information was used to obtain the width of the Gaussian charge smoothing
function in each calculation. Each plot is marked according to the “AMBER” and “CHARMM” accuracy standards, assuming that
the reciprocal space calculation must create errors not in excess of half the level of each standard. The accuracy of the reciprocal
space calculations as a function of σ/µ is a logical way to compare StME and SPME with different orders of interpolation: it
indicates how aggressively the charges must be smoothed and hence provides an indication of how long Lcut must be for a
particular µ. By this metric, StME with 4th order interpolation performs slightly better than SPME with 6th order interpolation to
obtain the levels of accuracy sought in most molecular simulations.
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Ewald, the communication requirements and cost of evaluat-
ing the FFTs for the reciprocal space sum might be reduced
even further.

6.2. Staggered Mesh Ewald for Highly Parallel Appli-
cations. We have not presented results for the performance
of StME in the context of parallel molecular dynamics

Figure 11. Ewald parameters yielding AMBER or CHARMM levels of accuracy in the streptavidin and COX-2 test cases. By
scanning Lcut and µ for different orders of interpolation and optimizing Dtol for greatest accuracy in each case, we were able to
determine the region of the Lcut and µ parameter space on which SPME or StME give acceptable levels of accuracy. The format
of boundary lines in each panel follows Figure 6: diamonds denote the SPME method and circles denote the StME method,
while open and filled symbols denote 4th and 5th order interpolation, respectively. Values of Lcut and µ below and to the right of
each boundary line produce accurate forces according to the standard listed in each panel.

Table 2. Timings for Optimal Smooth Particle Mesh Ewald (SPME) Parameters and Estimated Timings for Staggered Mesh
Ewald (StME) Parametersa

run parameters timings

method Lcut, Å Dtol mesh size dir.b rec.c Totald Factore

Streptavidin, AMBER accuracy
SPME 8.5 4.0 × 10-6 96 × 96 × 96 362 123 584 1.00
StME 6.5 4.0 × 10-6 80 × 80 × 80 244 156 498 1.17

Streptavidin, CHARMM accuracy
SPME 10.0 5.0 × 10-7 120 × 120 × 120 482 218 792 1.00
StME 8.5 8.0 × 10-7 80 × 80 × 80 360 156 615 1.29

a Each system, described in Table 1, was run for 1000 steps in the NVT ensemble using a 1 fs time step, Berendsen thermostat, 10 Å
cutoff on Lennard-Jones interactions, 2 Å nonbonded pairlist buffer, and the stated electrostatic parameters. The internal geometry of water
molecules was constrained by SETTLE;36 the lengths of other bonds to hydrogen were constrained by SHAKE.37 Reciprocal space
electrostatics were computed at every time step using the stated parameters and 4th-order interpolation. Timings for StME were estimated
by doubling the reciprocal space calculation time of an SPME calculation run with the same parameters. This test used 4th-order
interpolation exclusively because higher orders are very rarely used in practice and many codes, including the PMEMD version used for this
test, use optimized routines for 4th-order interpolation. While we were able to obtain better overall run times by using higher orders of
interpolation in the SPME runs, it would also be possible to improve the efficiency of StME runs if the two reciprocal space calculations
were able to share data. This test is meant to offer a basic estimate of the efficiency of StME. b Direct space interaction computation time,
including van der Waals interactions (all timings are in seconds). c Reciprocal space computation time. d Total simulation time, including
nonbonded pairlist updates and bonded atom force calculations. e Overall rate of simulation, relative to SPME.
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simulations because we do not yet have a working
implementation in this respect. We have shown that StME
offers moderate performance improvements on single-
processor simulations, which can be expected to carry over
into parallel applications on small numbers of processors.
The scaling of highly parallel algorithms is difficult to
predict, but we will address three of the most critical
aspects of the reciprocal space calculation with respect
to parallel implementations and StME.

On large numbers of processors, the scaling of the Ewald
reciprocal space calculation is limited primarily by the
number of messages that must be passed between processors
to accomplish the FFT operations for convoluting the charge
mesh Q with the reciprocal space pair potential θ(rec). If P
nodes are working together to compute an FFT, each node
must send its part of the FFT data to all other nodes, and
receive FFT data from all other nodes. (It is for this reason
that most codes devote a subset of processors to the
reciprocal space calculation.) Because StME requires up to
40% less FFT work than regular SPME, the FFTs could be
performed on a smaller subset of processors, implying fewer
messages to pass.

But, reducing the amount of mesh data can imply other
communication costs. A second important factor in the cost
of a parallel reciprocal space calculation is the cost of
communicating the coordinates and identities of atoms in
order to construct the charge mesh Q, before any FFTs take
place at all. In SPME with nth order interpolation, each atom
influences a rectangular region of the mesh Q that is nµ
points on each side. As n or µ increases, more atoms must
be therefore imported from further away in order to consruct
Q. As was shown in the results, StME with fourth order
interpolation produces similar accuracy to SPME with sixth

order interpolation, all other parameters being equal. StME
could therefore make use of a large µ such as 1.5 Å with
smaller import regions for constructing Q than SPME would
require. However, the import regions would still be somewhat
larger than those required by an SPME calculation using the
typical µ ) 1 Å.

A third factor that influences the cost of a parallel
reciprocal space calculation is the actual cost of construct-
ing Q and then interpolating forces from the potential
Qfθ(rec). These particle T mesh operations, which can
be more expensive than the FFTs themselves (data not
shown), are typically performed on the same processors
that will do the convolution Qfθ(rec). Because StME
essentially doubles the cost of the particle T mesh
operations, it may be difficult to reduce the number of
processors devoted to the FFT operations. However, the
particle T mesh operations can be done on the more
numerous processors devoted to the direct space calcula-
tion so that the grid data itself could be communicated to
a subset of processors for computing the convolution.
NAMD15 is already equipped to run traditional SPME
calculations by passing mesh data, not coordinates, to
reciprocal space processors when the highest possible
scaling is desired; such a reorganization may be necessary
to make StME beneficial to highly parallel applications.

6.3. Continued Improvement of Ewald Mesh Methods.
Ewald mesh methods will likely remain an important tool
for molecular simulations well into the future. Briefly,
calculating long-ranged Coulomb electrostatics currently
accounts for a majority of the total simulation time, and will
continue to do so even as classical models begin to
incorporate other charge geometries and explicit polarization
effects. While quantum effects are undoubtedly important

Table 3. Timings for Optimal Smooth Particle Mesh Ewald (SPME) Parameters and Estimated Timings for Staggered Mesh
Ewald (StME) Parametersa

run parameters timings

method Lcut, Å Dtol mesh size dir.b rec.c totald factore

glycerol, AMBER accuracy
SPME 8.5 5.0 × 10-6 72 × 72 × 90 219 86 369 1.00
StME 8.0 7.0 × 10-6 48 × 48 × 60 200 68 332 1.11

glycerol, CHARMM accuracy
SPME 10.0 5.0 × 10-7 96 × 96 × 120 284 190 534 1.00
StME 8.5 9.0 × 10-7 64 × 64 × 80 222 119 405 1.32

crystal, AMBER accuracy
SPME 8.0 7.0 × 10-6 90 × 96 × 96 487 117 747 1.00
StME 7.5 8.0 × 10-6 64 × 60 × 64 462 100 700 1.07

crystal, CHARMM accuracy
SPME 10.0 1.0 × 10-6 120 × 108 × 120 588 200 926 1.00
StME 9.0 1.0 × 10-6 72 × 64 × 72 540 117 795 1.16

cyclooxygenase-2, AMBER accuracy
SPME 8.5 5.0 × 10-6 120 × 120 × 120 614 330 1127 1.00
StME 7.0 5.0 × 10-6 100 × 100 × 100 458 417 1056 1.07

cyclooxygenase-2, CHARMM accuracy
SPME 10.0 8.0 × 10-7 160 × 160 × 160 782 719 1696 1.00
StME 9.0 8.0 × 10-7 100 × 100 × 100 675 421 1281 1.32

a The format, molecular dynamics benchmark protocol, and labeling follows Table 2. StME performs better than SPME across all
systems studied, though parallel scaling for an optimized StME implementation has not yet been tested. b Direct space interaction
computation time, including van der Waals interactions (all timings are in seconds). c Reciprocal space computation time. d Total
simulation time, including nonbonded pairlist updates and bonded atom force calculations. e Overall rate of simulation, relative to
SPME.
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for the interaction of charges at very short-range, the
Coulomb approximation quickly takes over even on molec-
ular scales. Furthermore, numerous studies have shown that
the periodic boundary conditions enforced by Ewald mesh
methods are relatively benign, especially in comparison to
some alternatives. We will describe the rationale for con-
tinued development of Ewald electrostatics in more detail,
then outline other avenues to accelerating Ewald calculations
which we hope will dramatically accelerate traditional Ewald
mesh calculations and serve as a powerful complement to
the Staggered Mesh Ewald method.

The majority of the computational effort in molecular
dynamics simulations is devoted to electrostatic nonbonded
interactions, whereas the calculation of van der Waals
dispersion interactions, typically by Lennard-Jones potentials,
is minor in comparison. Primarily, this is because electrostatic
interactions are very long ranged. Moreover, because of the
form of the electrostatic potential, analytic electrostatic force
computations require not only a divide operation but also
an expensive square root operation to obtain the quantity
[kcoulqiqj/rij

3]rij, where kcoul is Coulomb’s constant, qi and qj

represent charges of the atoms i and j, and rij is the vector
between the charges. In contrast, the Lennard-Jones force
requires only a divide operation to compute the quantity
[Aij/rij

8 + Bij/rij
14]rij, where Aij and Bij are constants. A third

factor that makes electrostatic calculations dominate the
cost of simulations is a peculiarity of current water models,
most of which give Lennard-Jones attributes to only the
oxygen atoms while placing charges on at least three sites.
Because water makes up the majority of the system in
most simulations of solvated proteins, there can be many
more electrostatic interactions than Lennard-Jones interac-
tions for a given cutoff.

While point charges may not be an adequate representation
of atomic charge distributions at close range,28 Ewald mesh
methods are also compatible with other charge geometries.
One must merely recall that the direct space interactions are
a modification to the electrostatic potential of the smoothed
charge distribution computed in the reciprocal space calcula-
tion, as discussed in the Introduction and Methods. The direct
space modification can just as easily be used to extract
interactions of distributed charges, so long as the interaction
of two charges in the actual system and the interaction of
two Gaussian charges converge at the direct space cutoff.
Even if it does not perfectly describe the interaction of
subatomic particles at close range, Coulomb’s law is still
valid for the interaction of charges on the nanometer scale.
Therefore, long-ranged electrostatic methods such as the
Ewald sum will continue to be essential for molecular
simulations, even as new force fields with different local
electrostatic approximations and even explicit polarization
effects29 come into use.

There is debate over whether periodicity imposed by
Ewald electrostatics is suitable for molecular simulationss,30,31

and while such a representation may be much more ap-
propriate for crystal lattice simulations,32 periodic boundary
conditions are a very practical solution for simulations of
proteins in boxes of water as well. While there are relevant
concerns when using periodic boundary conditions with very

small systems,33 finite size effects are by no means limited
to periodic systems. Simulations performed in both periodic
and nonperiodic unit cells such as droplets34 or ice shells35

suggest that periodic boundary conditions are as good or
better than numerous alternatives.

Given the importance of Ewald mesh methods to molec-
ular simulations, further developments that permit the use
of coarser meshes or reduce the required number of direct
space computations are of great interest. In this communica-
tion, we have analyzed the errors arising from a coarse mesh
in terms of self-image forces and pair interaction force errors.
The self-image forces we identified can be corrected on a
per-atom basis for low-density plasma simulations, but the
pair interaction force errors arising from a coarse mesh
require more extensive corrections in condensed-phase
simulations. Our solution was to introduce a second mesh
calculation, staggered relative to the original. It may also be
possible to modify the form of the Ewald “switching”
function used to make the transition between the reciprocal
space electrostatic potential and the direct space modification.
The form used in all Ewald mesh methods to date, most
apparent in Equation 1, is dictated by the form of the charge
smoothing function, a Gaussian as described in Equation S1
of the Supporting Information. The typical direct space
potential satisfies the most important property of an Ewald
switching function in that it smoothly vanishes within a
reasonable distance, while the associated Gaussian function
ensures that charges can be mapped to a mesh with
reasonable accuracy. However, it may be possible to design
new charge smoothing and potential switching functions that
map charges more accurately to coarser meshes or vanish
more rapidly. We are pursuing new ways to satisfy these
criteria and expect the results to be generally useful for all
types of Ewald mesh calculations.

Acknowledgment. D.S.C. thanks Dr. Kristina Furse for
the use of her COX-2 trajectory, Peter L. Freddolino and
Dr. James C. Phillips for helpful conversations, and Dr.
Jessica M.J. Swanson for reading the manuscript. This
research was supported by National Institutes of Health Grant
GM080214.

Supporting Information Available: Descriptions of
the relationships between Gaussian charge smoothing width
σ, direct sum tolerance Dtol, and the direct space cutoff Lcut,
detailed description of the Ewald reciprocal space calculation,
investigation of the sources of self-image force errors, pair
interaction force errors, and biased energy and virial estimates
inherent in SPME reciprocal space calculations using coarse
meshes. This material is available free of charge via the
Internet at http://pubs.acs.org.

References

(1) Beck, D. A. C.; Daggett, V. Methods for Molecular Dynamics
Simulations of Protein Folding/Unfolding in Solution. Meth-
ods 2004, 34, 112–120.

(2) Hess, B.; Kutzner, C.; van der Spoel, D.; Lindahl, E.
GROMACS 4: Algorithms for highly efficient, load-balanced,
and scalable molecular simulation. J. Chem. Theory Comput.
2008, 4, 435–447.

2336 J. Chem. Theory Comput., Vol. 5, No. 9, 2009 Cerutti et al.



(3) DeLeeuw, S. W.; Perram, J. W.; Smith, E. R. Simulation of
Electrostatic Systems in Periodic Boundary Conditions. I.
Lattice Sums and Dielectric Constants. Proc. R. Soc. Lond.
Ser. A 1980, 373, 27–56.

(4) Yonetani, Y. a Severe Artifact in Simulation of Liquid Water
Using a Long Cut-off Length: Appearance of a Strange Layer
Structure. Chem. Phys. Lett. 2005, 406, 49–53.

(5) Patra, M.; Karttunen, M.; Hyvönen, M. T.; Falck, E.;
Lindqvist, P.; Vattulainen, I. Molecular Dynamics Simulations
of Lipid Bilayers: Major Artifacts Due to Truncating Elec-
trostatic Interactions. Biophys. J. 2003, 84, 3636–3645.

(6) Pollock, E. L.; Glosli, J. Comments on P3M, FMM, and the
Ewald Method for Large Periodic Coulombic Systems.
Comput. Phys. Commun. 1996, 95, 93–110.

(7) Hockney, R. W.; and Eastwood, J. Collisionless Particle
Models. In Computer Simulation Using Particles; Taylor
and Francis Group: New York, 1988; pp. 260-291.

(8) Essmann, U.; Perera, L.; Berkowitz, M. L.; Darden, T.; Lee,
H.; Pedersen, L. H. A Smooth Particle Mesh Ewald Method.
J. Chem. Phys. 1995, 103, 8577–8593.

(9) Shan, Y.; Klepeis, J. L.; Eastwood, M. P.; Dror, R. O.;
Shaw, D. E. Gaussian Split Ewald: A Fast Ewald Mesh
Method for Molecular Simulation. J. Chem. Phys. 2005,
122, 054101.

(10) Sagui, C.; Darden, T. Multigrid Methods for Classical
Molecular Dynamics Simulations of Biomolecules. J. Chem.
Phys. 2001, 114, 6578–6591.

(11) Beckers, J. V. L.; Lowe, C. P.; De Leeuw, S. W. An Iterative
PPPM Method for Simulating Coulombic Systems on Dis-
tributed Memory Parallel Computers. Mol. Simulat. 1998, 20,
369–383.

(12) Darden, T.; York, D.; Pedersen, L. Particle Mesh Ewald: An
N · log(N) Method for Ewald Sums in Large Systems.
J. Chem. Phys. 1993, 98, 10089–10092.

(13) Case, D. A.; Darden, T. A.; Cheatham, T. E., III; Simmerling,
C. L.; Wang, J.; Duke, R. E.; Luo, R.; Crowley, M.; Walker,
R. C.; Zhang, W.; Merz, K. M.; Wang, B.; Hayik, S.; Roitberg,
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Abstract: Molecular modeling of coordination complexes continues to present challenges for
force field methods. Implicit or explicit treatment of the significant d electron effects is mandatory.
Ligand field molecular mechanics is designed for coordination complexes by explicitly including
the ligand field stabilization energy (LFSE) and it is applied here to model the trans influence in
tetracoordinate PtII complexes of general formulas PtX4, PtX3Y, cis-PtX2Y2, and trans-PtX2Y2,
where X and Y are OH2, H-, Cl-, Br-, PR3, SH2, NR3, and pyridine. Parameters have been
developed within the Merck molecular force field using DFT structures and energies as reference
data. Both geometric changes and relative energies are generally well-reproduced although
PH3 and H- complexes show deviations. However, for phosphine complexes, replacing PH3

with PMe3 resolves all bar one of these. The LFSE associated with the low-spin d8 configuration
ensures planar coordination and provides an electronic connection between all the ligands, thus
enabling a correct description of the trans influence. The parameters developed for NR3 and
PR3 with R ) H work well for R ) Me and Et and, in agreement with experimental and/or DFT
structures, display either a tetrahedral distortion or even ligand dissociation.

Introduction

The trans influence was first defined by Pidcock et al. in
19661 as “the extent to which a ligand weakens the bond
trans to itself in the equilibrium state of a substrate”. Trans
influences manifest as changes in metal-ligand (M-L) bond
lengths, IR frequencies, and/or NMR chemical shifts and are
routinely observed in transition metal complexes, particularly
planar platinum(II) species.

One of the earliest studies2 compared PtII-Cl bond
lengths in a number of complexes and proposed the
following trans influence series: R3Si- > H- > PR3 > CdC,
Cl- > O(acac). The larger trans influence correlates with
increased metal-ligand covalency. The series has since
been significantly extended.

Pearson rationalized the trans influence in terms of
“antisymbiosis”.3 Over a decade earlier, Jorgensen had
defined “symbiosis” as the tendency of a hard base to retain

its electrons, thus keeping the attached metal hard, too.4

Conversely, a soft base will transfer charge to the metal,
making it soft. Antisymbiosis is the opposite: a hard base
bonded to a central atom encourages coordination from a
soft base and vice versa.

In molecular orbital terms, the trans influence is most often
described as a competition between the two trans ligands
for a single, metal-based orbital. One ligand donating strongly
into this (initially empty) orbital effectively pre-empts the
other, leading to a relative weakening of the latter’s bonding.
The metal orbital is generally regarded as an sd hybrid
utilizing the highest-energy metal d orbital, which, in planar
d8 complexes and assuming the x and y axes lie long the
Pt-L bonds, corresponds to dx2-y2.5 Thus, the trans influence
is dominated by M-L σ-bonding.1

Alternatively, the trans influence can be rationalized by
hypervalent valence bond theory.6 Here, the contribution
from the two resonance structures depends on the abilities
of X: and Y: to support the lone pair.
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Thus, if Y is electronegative and (isolated) Y: is relatively
stable, the right-hand structure is favored and the X-Pt bond
is short.

The mutual interplay between ligands on opposite sides
of the coordination center is clearly an electronic effect.
Hence, quantitative theoretical descriptions of the trans
influence have largely been based on quantum chemical
methods like density functional theory (DFT). However,
while DFT has clearly revolutionized the application of
quantum mechanics (QM) in transition metal chemistry,
current functionals are still not perfect. In addition, DFT is
compute-intensive and therefore relatively slow.

In contrast, classical molecular mechanics (MM) is much
faster, but conventional MM does not explicitly account for
d electron effects and thus may not be generally suited to
handle transition-metal complexes. We have therefore de-
veloped ligand field molecular mechanics (LFMM), which
includes the ligand field stabilization energy (LFSE) directly.7

LFMM thus describes the metal-ligand coordination better
and can deliver DFT-quality results but up to 4 orders of
magnitude faster.

Previous applications of LFMM have spanned Jahn-Teller
effects in Cu(II) complexes8,9 and spin state energetics of
simple Co(III) species.10 Here, we present our first complete
attempt to describe the trans influence by modeling tetraco-
ordinate PtII complexes of general formulas PtX4, PtX3Y,
cis-PtX2Y2, and trans-PtX2Y2, where X and Y are OH2, H-,
Cl-, Br-, PR3, SH2, NR3, and pyridine. Since experimental
data are available for only a few of the possible complexes,
we compare the LFMM results with DFT structures and
energies. The LFMM provides a satisfactory description of
both the trans influence in [PtX3Y]n systems and the relative
energies of cis and trans forms of [PtX2Y2]m.

Computational Details

Quantum Mechanical Calculations. Density functional
optimizations were carried out using the Amsterdam Density
Functional suite of programs (version 2006.01).11 Structures
were preoptimized using the local density approximation with
a triple-� plus polarization basis set (TZP) on all atoms and
a scalar ZORA relativistic correction.12-14 Structures were
then fully optimized using a gradient corrected functional,
as described later, and include solvent effects based on the
conductor-like screening model (COSMO) implemented in
ADF.15 COSMO radii were taken from Allinger’s MM3
force field scaled by 0.833.16,17 Frequencies were calculated
numerically.18,19

QM charges were computed via the CHelpG method. To
maintain compatibility with the way partial atomic charges
are implemented in MMFF94, the Hartree-Fock approxima-
tion (as apposed to DFT) was used, as implemented in
Gaussian 0320 with 6-31G(d) basis sets on the nonmetal
atoms. The LanL2DZ basis set with an extra set of f functions
using the exponents determined by Frenking et al. and the
accompanying frozen core were used for Pt.21 Gaussian 03
only has van der Waals radii for elements up to Ar. In the
AMBER charge scheme, and in GAMESS-US, heavier atoms

are given a radius of 1.8 Å and we have followed this
example. Bromine is given a radius of 2.3 Å, also consistent
with the GAMESS-US approach.

Molecular Mechanics Parameters. The ligand field
molecular mechanics (LFMM) treatment of charges was
based on the MMF94 force field.22 MMFF94 partial atomic
charges employ the bond charge increment (bci) scheme,
where the base charge q on an atom is modified by the bci
value of each attached atom. New bci values for the metal,
M, and the ligand donor atoms, L, were determined as
follows. The bci for L is a quarter of the decrease in the
QM-calculated Pt charge but then scaled relative to the ratio
of the QM and LFMM proton charges for HL+.23

Thus, the new bcis are given by

where ∆qH
MM(HL+) is the change in proton charge of the

protonated ligand as given by MMFF, ∆qPt
QM(PtL4) is the

change in the CHelpG Pt2+ charge for a [PtL4] complex, and
∆qH

QM(HL+) is the change in charge on H+ for a protonated
L. The final bci values are collected in Table 1.

In addition to the standard MMFF94 parameters, additional
LFMM-specific parameters are required. In particular, and
as described elsewhere,24 the ligand field stabilization energy
(LFSE) term is defined in terms of angular overlap model
(AOM) parameters eσ, eπx, eπy, and eds; the M-L stretch
employs a Morse function while the angular geometry about
the metal center is described via a ligand-ligand repulsion
term. LFMM geometry optimizations employed Dommi-
MOE,24 our extended version of the Molecular Operating
Environment.25

The AOM parameters, eλ, were estimated by fitting the
appropriate expressions to DFT “d” orbital energies from a
“spherical configuration” calculation based on the DFT-
optimized homoleptic structure. For d8 Pt(II) species, this
involves assigning the molecular orbitals of mainly Pt d
parentage equal occupancies of 1.6. For planar PtL4 systems,
the d-orbital splitting yields three degrees of freedom and
there are at most three AOM parameters assuming eπx )
eπy. The Morse and ligand-ligand repulsion parameters were
then roughly optimized using the penalty function approach
proposed by Norrby and co-workers,26 with the DFT-
optimized geometries and selected frequencies as target data.
All parameters were then further manually refined to give
appropriate geometries for mixed ligand complexes. Full

X:Pt-Y T X-Pt:Y Table 1. Pt-L Bond Charge Increments

ligand type bci

OH2 0.2747
N 0.4121
NPYD 0.5531
CL- 0.3631
BR- 0.3939
HYDR 0.4347
S 0.5064
P 0.6683

bci(L) ) 1/4∆qPt
MM(PtL4) ) 1/4∆qPt

QM(PtL4)(∆qH
MM(HL+)

∆qH
QM(HL+) )
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listings of the LFMM parameters are available in the
Supporting Information.

Results and Discussion

Despite the absence of an explicit LFSE term, conventional
MM has been applied to the trans influence in planar d8

systems. However, some intervention by the user may be
necessary. For example, Rappé et al. have included PtII

parameters in their universal force field.27 The necessary trans
coupling is achieved by varying the bond order of some
ligands; for example, carbonyls are generally given a bond
order of 2, but if they are trans to a ligand with a high trans
influence then a reduced order of 11/2 is used. For
metal-phosphine bonds, the bond order of the M-P bond
is varied depending on whether a trans influence should be
present.

A generalization of this approach appeared during the
course of our study. An extended version of VALBOND,28

VALBOND-TRANS,29 incorporates Landis’s hypervalence
ideas such that the “normal” VALBOND parameters are
modified to include contributions from both the ligand and
its trans partner. VALBOND-TRANS was applied to octa-
hedral organometallic compounds relevant to various cata-
lytic processes and shows good agreement with DFT and
experimental data. However, VALBOND-TRANS explicitly
modifies the parameters to reflect the molecule and does not
treat deviations in the A-M-B angle from 180°.

Another way of achieving the trans influence is to include
a direct ligand-ligand distance term, which spans the
intervening metal center. We made a preliminary investiga-
tion on model Pt complexes using an early form of LFMM30

but did not take it any further. The following year, Brandt
et al.31 provided a more complete application of this approach
to a series of six-coordinate Ru(II)-polypyridyl complexes,
demonstrating that trans influences could be successfully
treated with an additional, explicit N-N distance term. In
contrast, LFMM tries to capture the trans influence implicitly
and makes no assumption that the trans ligands must define
a bond angle of 180° at the metal.

Another important feature of planar d8 systems is their
planarity. Landis and co-workers use a Fourier angular
potential energy term to accommodate both 90° and 180°
L-M-L bond angles in planar Rh(I) complexes,32 while
Cundari et al. have extended their MM2 force field to include
three Pt-L atom types (where L ) Cl-, NR3, CO2

-) and
enforce the planarity of PtII by including a lone pair on the
+ and - directions along the z-axis.33 They report some
success with their method, with average rms Pt-L differ-
ences of 0.08 ( 0.05 Å. However, they generally look at
cis complexes and do not assess whether their method is
also suitable for trans complexes.

The planar structure associated with the low-spin d8

configuration can also be rationalized in terms of the LFSE.
We have already shown that LFMM automatically generates
the correct planar structures for low-spin four-coordinate
Ni(II) amine complexes.34 The observation that the trans
influence involves metal-based sd hybrids interacting with
ligand orbitals led us to wonder whether the treatment of
sdn hybridization implicit in the angular overlap model

(AOM) d-s mixing term included in our model would
provide a basis for capturing the trans influence as well.

Choice of Functional. The DFT structures and energies
form the target data for the LFMM parameter optimization.
Several X-ray crystal structures are available for [PtCl4]2-

in the Cambridge Structural Database, which we access via
the EPSRC Chemical Database Service.35 These provide a
reliable estimate of the Pt-Cl distance of 2.30 ( 0.01 Å.
We used this value in a preliminary screen of a range of
functional/relativistic corrections/solvation combinations (see
Supporting Information, Table S1) and eliminated those that
gave an error greater than 0.12 Å. At this stage, it was clear
that COSMO and relativistic corrections are important, but
a range of common functionals survive.

Applying the same selection criterion to [PtBr4]2- removes
all the gradient-corrected functionals except OPBE (Sup-
porting Information, Table S2). The computed Pt-N dis-
tances in [Pt(NH3)4]2+ display a much smaller spread than
either halide complex, and the gradient-corrected functionals,
including OPBE, all give bond lengths within 0.03 Å of the
experimental value of 2.05 Å (Supporting Information, Table
S3). As a final test of the OPBE functional, the structures of
cis- and trans-[PtCl2(NH3)2] were compared (Supporting
Information, Table S4). The OPBE functional continues to
provide a good description of the structure as well as predict
that the trans isomer should be more stable than cis. Our
favored DFT protocol is therefore OPBE/TZP/ZORA/
COSMO.

The structures of all the homoleptic species were therefore
optimized at the OPBE/TZP/ZORA level with a COSMO
correction to model condensed phase effects.36 Where more
than one orientation of a ligand was possible, e.g., for
[Pt(OH2)4]2+, several geometries were optimized and the
lowest energy one was used as the target geometry for the
LFMM parameters. All possible ligand combinations of
PtXnY4-n were optimized and added to the set of the target
structures. Note that throughout the following the total charge
is, for convenience, omitted from the molecular formulas.

A summary of results comparing geometries and energies
from DFT and LFMM calculations is presented below.

In evaluating the LFMM data we consider several features:
(1) the extent to which some Pt-L bonds change relative to
their values in the homoleptic species, (2) the relative cis
and trans Pt-X distances for species of the formulas PtX3Y
and the relative Pt-X and Pt-Y distances for both isomers
of PtX2Y2, and (3) the relative energy of cis and trans PtX2Y2

isomers.

PtX4. The final LFMM parameters utilized the whole
target data set of homoleptic and mixed ligand species. Thus,
and as shown in Table 2, there are some small discrepancies
between the DFT and LFMM Pt-L bond lengths for the
former group of complexes. If we had only wanted to study
homoleptic systems, obtaining perfect agreement for them
would have been trivial.

PtX3Y. Defining how well LFMM treats the trans influ-
ence requires modeling of mixed-ligand systems. In com-
plexes with the formula PtX3Y we consider two features:
(a) the difference between cis and trans Pt-X bond lengths
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and (b) how much the Pt-Y bond length has changed in
comparison to the homoleptic species.

Property a is particularly important, as it shows that we
can distinguish between cis and trans ligands and correctly
mimic the trans influence.

Figure 1 shows the difference between cis and trans Pt-Cl
bond lengths in PtCl3X (mauve). The DFT and LFMM values
agree to 0.018 Å or better, and in virtually all instances, the
signs of the cis-trans Pt-Cl differences are the same. For
those cases where the signs differ (Y ) NH3 or py), the
magnitudes of the difference are less than the tolerance in
computed bond lengths, i.e., about 0.02 Å. Hence, the cis
and trans Pt-Cl distances are essentially the same for Y )
Br, NH3, SH2, and py, while Pt-Cltrans is greatly lengthened
for Y ) H, moderately lengthened for Y ) PH3, and
moderately shortened for Y ) OH2.

The LFMM description of the Pt-Cl bonds in [PtIICl3Y]
species is very good. However, large cis-trans Pt-Cl
differences are expected to be accompanied by corresponding
changes in Pt-Y distance relative to the Pt-Y bond length
in the relevant homoleptic system (Figure 1, green), and we
begin to discern some apparently larger discrepancies
between DFT and LFMM. For Y ) H2O and Y ) H- the
models are qualitatively different, but we note that these
ligands also have the largest deviations for the homoleptic
complexes (see Table 2). The absolute structures compare
reasonably well (Figure 2), and had the LFMM Pt-OH2

distance in [Pt(OH2)4]2+ been within the “normal” 0.02 Å
tolerance of the DFT value, a qualitatively correct picture
would have resulted.

A summary of the type of data shown in Figure 1 is shown
in Table 3, but for each ligand X in PtX3Y. Root mean square

deviations for the absolute difference in Pt-X and Pt-Y
distances are shown and indicate that LFMM is reliably able
to predict the Pt-X distances in PtX3Y complexes. The
Pt-Y distances are less accurate, partly due to the effect
described above and partly to the fact the LFMM is not
always able to predict the full extent of the trans influence.
For example, [PtH3(NH3)]- is calculated to have a Pt-N
distance of 2.153 Å by DFT, but only 2.082 Å by LFMM.
However, both values represent a significant elongation of
the Pt-N bond length compared to that found in [Pt-
(NH3)4]2+.

Also included in Table 3 are the rms DFT and LFMM
deviations between the cis and trans bond lengths. These
are all low, indicating that the LFMM gets the balance
between the cis and trans influence correct when the cis and
trans groups are chemically the same.

Thus, the LFMM gets the right sense but not the full
magnitude of the trans influence, at least compared to DFT.
A further example is shown in Figure 3 for [Pt(py)3Y]. DFT
often gives substantially greater changes in Pt-Y distances
than LFMM, particularly for H-. One potential source of
this difference is that each ligand has a single set of LFMM
parameters. To the extent that the trans influence is a
competition between two ligands such that as one binds more
strongly the other weakens, we might anticipate that the
AOM parameters in each case should be adjustable to reflect
the changing nature of the bonding.37 This is akin to the
idea of a polarizable force field, where the partial atomic
charges are variable as opposed to a fixed set. Having
multiple sets of AOM parameters also parallels the VAL-
BOND-TRANS idea of explicitly modifying a given ligand’s
parameters as a function of the trans ligand and would
certainly improve matters, as would any increase in the
number of parameters, and is an idea for future development.
Meanwhile, the current model is qualitatively correct,
although we note that increasingly strong trans influences
are expected to be increasingly hard for the LFMM model
to get right.

Table 2. Pt-L Bond Lengths (Å) for DFT- and
LFMM-Optimized Geometries of Homoleptic [PtL4] Species

Pt-X

X DFT LFMM ∆(LFMM - DFT)

H- 1.646 1.594 -0.052
Cl- 2.310 2.333 0.023
Br- 2.459 2.459 0.000
NH3 2.035 2.047 0.012
OH2 2.024 2.065 0.041
SH2 2.307 2.290 -0.017
py 2.019 2.029 0.010
PH3 2.325 2.299 -0.026

Figure 1. Difference in cis and trans Pt-Cl bond lengths
in [PtIICl3Y] (in purple) and change in Pt-Y bond length in
[PtIICl3Y] compared to the homoleptic species [PtIIY4]
(green).

Figure 2. Calculated structural data for selected Pt com-
plexes.

Table 3. RMSD (per Ligand Type) of Absolute Change in
Pt-X Bond Lengths (∆r(X)) and Relative cis-trans Bond
Length Differences (r(Xc) - r(Xt), in italics) between DFT
and LFMM Structures of [PtX3Y] and RMSD Values for
Change in Pt-Y Bond Lengths (∆r(Y))

X ∆r(X)rmsd {r(Xc) - r(Xt)}rmsd ∆r(Y)rmsd

H2O 0.031/0.030 0.055
Cl 0.014/0.011 0.048
NH3 0.019/0.020 0.037
pyridine 0.019/0.021 0.022
Br 0.017/0.026 0.058
SH2 0.027/0.038 0.023
PH3 0.026/0.035 0.035
H 0.028/0.027 0.058
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This issue with the very largest trans influences is not the
only problem, since it would not seem to account for H2O
and SH2, which have apparently fairly modest trans influ-
ences and yet some of the biggest errors. The chemical
difference between these ligands and the others considered
here is their ability to engage in strong intramolecular
hydrogen bonding, although how this is related to the errors
we observe is unclear.

For the simple ligands considered so far, the following
order of decreasing trans influence is obtained:

Both the DFT and LFMM data are consistent with
experiment, although, as shown graphically in Figure 4, DFT
does not significantly differentiate between SH2, Br-, pyri-
dine, NH3, and Cl-.

PtX2Y2. For PtX2Y2 complexes we can compare both
structural and energetic features: (a) relative Pt-X bond

lengths in the cis and trans species, (b) relative Pt-Y bond
lengths in the cis and trans species, and (c) relative energies
of the cis and trans complexes (compared to the energies
determined by DFT).

PtX2Y2 Geometries. It is harder to assess the performance
of individual parameters for different ligands in PtX2Y2

because both the Pt-X and Pt-Y parameters have an effect
on the geometry. However, general trends can be observed,
and overall there is good agreement between DFT and
LFMM.

Again, the chloro complexes PtCl2Y2 are used to illustrate
the performance of the DFT and LFMM calculations. Figure
5 shows how the Pt-Cl and Pt-Y bond lengths differ in
PtCl2Y2 complexes. The qualitative correlation is good, and
where there is disagreement (Y ) NH3 or SH2), the
difference between cis and trans bond lengths is small. The
relative Pt-Y distances are generally also qualitatively
correct, but as noted for PtCl3Y species, the differences
between LFMM and DFT are larger for Pt-Y than for
Pt-Cl, although here the offending ligand appears to be PH3,
to which we will return.

A summary of the type of information shown in Figure 5
is collected for all PtX2Y2 complexes in Table 4. The Pt-PH3

parameters consistently give poorer rmsd values for the Pt-P
cis-trans values, while Pt-H parameters have a large rmsd
value for the Pt-Y cis-trans values. However, the latter is
in part due to the consistently large trans influence of the
hydride ligand such that the apparently bigger deviations are
actually a relatively minor proportion of the total change.
As shown in Figure 6, the LFMM is always qualitatively
correct.

PtX2Y2 Energies. The relative energies of the cis and trans
isomers depend on several factors. Of course, both forms
are usually synthetically accessible, since by exploiting the
trans effect, kinetic products can be trapped. The higher
energy form is metastable, provided there is a high enough
barrier to cis-trans interconversion.

Generally, in the gas phase the trans isomer is by DFT
lower in energy, especially if one of the ligands is formally

Figure 3. Cis-trans Pt-N difference and change in Pt-Y bond length for [Ptpy3Y].

Figure 4. Correlation between computed trans Pt-Cl dis-
tances (Å) in [PtCl3X] complexes. Error bars are 0.01 Å.

LFMM: H->PH3>SH2>Br->Cl-, pyridine, NH3>H2O

DFT: H->PH3>SH2, Br-, pyridine, NH3, Cl->H2O
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anionic. Given the size of the ligands considered so far,
steric effects play only a small role in determining the
cis-trans preference. Electrostatics play a much larger
role and is the main reason for the trans isomer being
preferred, since this minimizes unfavorable ligand-ligand
electrostatic repulsions. The trans influence is also im-
portant and should favor cis structures as the ligand with
the stronger trans influence is opposite the weaker one.
Solvation also plays a crucial role in determining the
relative stabilities of the isomers. The cis isomer is
preferred due to its larger dipole moment (compared to
the zero overall dipole moment in the trans isomer).5 The
dipole will be especially large for complexes where X is
formally anionic while Y is formally neutral.

The calculated energy differences between cis and trans
PtX2Y2 species are compared in Figure 7. We have used
the lowest energy isomer in each case. The DFT energies
may include a solvation correction (DFTS) or exclude
solvation (DFTGP). In either case, the COSMO-optimized
structure was employed (ε ) 78.4). The LFMM solvation
correction (LFMMS) employs the solvation energy com-
puted via the Poisson-Boltzmann scheme as implemented
in MOE.

Ideally, we would like a linear correlation between
LFMM and DFT energy differences, with a gradient of 1
and an intercept of 0 plus no points in the top left and
bottom right quadrants. While this is generally true for

the gas phase energies, there are examples where DFT
predicts the cis isomer to be more stable and LFMM
predicts it to be less stable, and vice versa. When implicit
solvent is included, the qualitative predictions of the more
stable isomer improve, especially in the “cis” regime,
although occasionally LFMM stabilizes the cis isomer too
much compared to the DFT results. The worst cases are
indicated by the arrows in Figure 7 and involve hydride
or PH3.

Generally, inclusion of solvent stabilizes the cis isomer
relative to the trans isomer and the data points tend to
move down and to the left. This is due to the presence of
a dipole moment in the cis, but not trans, isomer.5 There
are a few anomalous complexes for which this does not
happen, i.e., solvation stabilizes trans instead of cis. All
of these include water, SH2, or hydride as ligands. For
water and SH2, the dipole moment of the complex is
dependent on the orientation of the hydrogen atoms and
this will affect the degree of stabilization afforded by
solvation. Additionally, the gas-phase energies are re-
corded at the solvated geometries. For water and SH2, the
preferred orientation of the ligands may be different at
the gas-phase geometries, altering the relative energies.
The Pt-H bond lengths may also be affected by the
presence of a solvent and be different in the gas phase.
In the LFMM calculations more trans structures are
stabilized by solvation relative to their cis isomers than
for DFT, although some are common to both methods.
Again these often include aqua or SH2 ligands, although
not so much hydride ligands. Additionally pyridine ligands
show this trend.

Pt-PH3: A Special Case? The simple phosphine ligand,
PH3, stands out as being particularly poorly treated. On the
one hand, this could be considered insignificant, since PH3

is never used synthetically. On the other hand, PH3 is a
perfectly acceptable computational model and given we are
comparing to DFT calculations, we had no a priori reason
to expect such a failure. In addition, we have always adopted
a “one size fits all” philosophy for am(m)ines; i.e., we use
a single set of M-N LFMM parameters for all NR3 donors.

Figure 5. Difference in cis and trans Pt-Cl and Pt-X bond lengths in [PtCl2X2].

Table 4. RMSD for Absolute Bond Lengths (Roman Text)
and Difference in Cis and Trans Bond Lengths (Italic Text)
for [PtX2Y2]

rmsd

X in PtX2Y2 Pt-Xc-Pt-Xt Pt-Yc-Pt-Yt

H2O 0.038/0.039 0.032/0.039
Cl 0.026/0.034 0.028/0.041
NH3 0.027/0.022 0.019/0.016
pyridine 0.029/0.022 0.016/0.020
Br 0.022/0.030 0.027/0.022
SH2 0.030/0.037 0.030/0.029
PH3 0.044/0.048 0.034/0.038
H 0.020/0.019 0.048/0.046
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We anticipated using the Pt-PH3 LFMM parameters for all
Pt-PR3 moieties.

Phosphine does have some qualitatively different fea-
tures with respect to the other ligands considered here. It
is the only π-acceptor ligand in the set, plus its homoleptic
complex is one of the few for which the CHelpG analysis
suggested a net negative charge on the metal center. We
therefore experimented with modifying the partial charges
but without significant effect. Finally, we simply replaced
PH3 with PMe3 and repeated the DFT and LFMM analysis
with the same LFMM parameters (Figure 8). Curiously,
with solvation corrections added, this “cured” two of the
three problem cases such that only one point (dark blue
diamonds in Figure 8) is in an incorrect quadrant.

As shown in Figure 9, the geometric comparison of
[Pt(PMe3)2X2] is also good. The only complex with cause
for concern is [Pt(PMe3)2(py)2]2+, where the comparison
of both the gas and solution phase relative energies
remains less satisfactory, even though the structures appear
fine.

[Pt(PMe3)3X]. The geometries of [Pt(PMe3)3X] complexes
from LFMM and DFT optimizations are compared in Figure
10. In all cases, except H-, DFT and LFMM are in
agreement. For H-, if we consider absolute bond lengths,
there is only a 0.04 Å difference between the two methods.
The large discrepancy in the change in bond length is
attributed to the too short Pt-H bond length in the homo-
leptic species optimized using LFMM.

[Pt(PMe3)X3]. The geometries of [Pt(PMe3)X3] complexes
from LFMM and DFT optimizations are compared in Figure
11. In all cases, DFT and LFMM results are in agreement
about whether the cis or trans Pt-X bond length should be
longer and also about whether the Pt-P bond length has
increased or decreased relative to that found in the homo-
leptic species.

In summary, the LFMM parameters developed on the basis
of PH3 work very well for PMe3 species.

Other Systems. Having developed a set of LFMM
parameters for Pt(II) complexes, we can now explore the

Figure 6. Relative cis and trans geometries of [PtH2X2].

Figure 7. Relative energies of cis and trans isomers/kcal mol-1 (Ecis - Etrans). The raw data upon which this figure is based are
included in the Supporting Information, Table S5.
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model’s performance for species not used in the training set.
For example, Rappé et al. have reported UFF calculations

for cis-dibromo(1,2-diaminocyclohexane)platinum(II), and
we compare their results with ours in Table 5.

Figure 8. Cis-trans energy difference (kcal/mol) for [Pt(PR3)2X2] complexes, R ) H, CH3. The raw data are included in Supporting
Information, Table S6.

Figure 9. Relative cis and trans geometries of [Pt(PMe3)2X2].

Figure 10. Comparison between DFT and LFMM geometries of [Pt(PMe3)3X].
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LFMM reproduces the crystal structure and DFT structure
well, and performs somewhat better than UFF in terms of
the Pt-Br distance and the Br-Pt-Br angle.

Further comparisons were made. Four examples of
[PtX3Y] complexes were located in the Cambridge Structural
Database35 and a comparison of the experimentally derived
Pt-L distances with those computed by LFMM (and DFT
for [PtH(PMe3)3]+) is presented in Table 6.

In each case, the relative bond lengths of Xcis and Xtrans

are correct, although LFMM tends to generate somewhat
longer Pt-P bonds than observed. Note that due to the
crystallographic difficulties of estimating H-Pt bond lengths,
no comment is offered on the LFMM versus experimental
Pt-H bond length comparisons.

A similar comparison with experiment but for [PtXYZ2]
systems is shown in Table 7. Again, LFMM tends to give
slightly too long Pt-L contacts, but the qualitative agreement
is good.

We next explore the effect of increasing the bulk of the
substituents on NR3 and PR3 systems. Increasing the steric
bulk of the ligands causes the geometry around the metal to
distort from square planar toward tetrahedral. The AOM
parameters used in the LFMM calculations have to be flexible
enough to allow this distortion.

DFT calculations of [Pt(PR3)4]2+ (R ) H, Me, Et) show a
progressive distortion from square planar toward tetrahedral.
The large L-Pt-L angle changes from 180° to 157.2° to
149°.51 A crystal structure is available for [Pt(PEt3)4]2+ that
supports the DFT calculations, and LFMM calculations
reproduce the trends predicted by DFT.

For R ) Me and Et, stochastic LFMM conformational
searches were carried out and the lowest energy PtL4 isomers
are included in Table 8. The tetrahedral distortion tends to
be larger for DFT structures than for LFMM but both show
a significant change from planar coordination. For R ) Me,
there is a DFT structure that is much closer to the LFMM
result and only 1.3 kcal mol-1 higher than the most stable
isomer. The tetrahedral distortion thus seems to be a
relatively low-energy mode and relatively large variations
in the P-Pt-P angles are associated with relatively small
changes in energy.

For R ) Et, the steric demands are even greater. A crystal
structure of the ClO4

- salt of this complex is available, and
both DFT and LFMM are in good agreement with it.51 An
overlay of the LFMM, DFT, and crystal structures is shown
in Figure 12. There is some variation in the orientation of
some of the ethyl groups, but this is not energetically
significant.

A more interesting, if unexpected, result is that the LFMM
stochastic searches for [Pt(PEt3)4]2+ locate a second structural

Figure 11. Comparison of DFT and LFMM relative bond
lengths (cis-trans) or change in bond length (Pt-P compared
to the homoleptic bond length).

Table 5. Comparison of Experimental and Computed Geometries of cis-Dibromo(1,2-diaminocyclohexane)platinum(II)

Expt38 UFF LFMM DFT

Pt-Br/Å 2.434 2.519 2.414 2.456
Pt-N/Å 2.056 2.040 2.036 2.036
Br-Pt-Br/deg 95.61 89.9 97.5 93.2
N-Pt-N/deg 83.5 87.4 86.9 82.3
N-Pt-Br (cis)/deg 89.0/91.9 87.8 92.4/92.1
planarity (Br-Pt-N)/deg 175.4/172.4 underestimated by 6° 174.7/174.7 174.7/174.5

Table 6. Comparison of Selected Experimental Structures
with LFMM Structures for Complexes [PtX3Y]*

* Pt-H distance not reported.

Modeling the Trans Influence in PtII Complexes J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2347



type with one phosphine dissociated. Using DFT, this lies
6.5 kcal mol-1 higher in energy than the tetracoordinated
structure, but LFMM predicts it to be the more stable form.
This arises because the present LFMM parametrization did
not include any energetic information that would discriminate
these two situations. Our study of [M(OH2)6]2+ complexes
demonstrates that the LFMM can be designed to reproduce
such energy differences.52 Moreover, that study and the
current one shows that the use of a Morse function to
describe the M-L bond stretching potential allows the
LFMM model to support arbitrarily long M-L bond lengths

without exacting an infinite energy penalty. That is, the
LFMM can effectively describe M-L bond breaking. We
will return to this issue in a future publication.

For [Pt(NR3)4]2+ complexes, the steric influence of R on
the geometry around PtII is also very large, even more so
than for the phosphine counterparts. Upon replacing NH3

with NMe3 ligands, the steric repulsion is increased so much
that, in addition to the tetrahedral distortion found for the
PMe3 system, the Pt-N bond lengths increases by ∼0.2 Å
in both DFT and LFMM optimizations, whereas the com-
parable Pt-P distance was largely unaffected (Table 9). This
is consistent with platinum being a soft metal that therefore
forms stronger bonds to second-row donors such as
phosphines.

Two DFT minima for [Pt(NMe3)4]2+ have been located,
lying only 0.3 kcal mol-1 apart. The less stable structure
has C4h symmetry and the other is slightly distorted from
this. LFMM also finds both these minima and predicts that
they lie 1.8 kcal mol-1 apart in energy with the symmetric
structure being more stable, although this energy difference
is small and probably within the error limits of the calcula-

Table 7. LFMM-Optimized and Experimental Bond
Lengths for Structures of the Formula [PtXYZ2]*

* Pt-H distance not reported.

Table 8. Geometries of [Pt(PR3)4]2+ for R ) H, Me, Eta

[Pt(PH3)4]2+ DFT LFMM

Pt-P/Å 2.324 2.290
P-Pt-P trans/deg 180.0 180.0
P-Pt-P cis/deg 90.0 90.0

[Pt(PMe3)4]2+ DFT LFMM

Pt-P/Å 2.348(2.360) 2.348
P-C/Å 1.824(1.824-1.826) 1.845-1.854
P-Pt-P trans/deg 143.5(157.2) 161.4
P-Pt-P cis/deg 95.6(92.2) 91.5
Pt-P-C/deg 110.0-126.3(113.6-120.7) 118.2-122.0

[Pt(PEt3)4]2+ DFT LFMM experiment51

Pt-P/Å 2.365-2.396 2.384-2.409 2.330-2.351
P-C/Å 1.843-1.864 1.771-2.213 1.839-1.931
P-Pt-P trans/deg 145.2-146.9 158.3-158.9 150.4-151.0
P-Pt-P cis/deg 93.6-96.5 91.5-92.4 93.3-94.2
Pt-P-C/deg 105.0-131.2 101.9-129.2 106.5-127.3

a For R ) Me, the DFT data in parentheses correspond to a
structure 1.3 kcal mol-1 higher than the overall minimum.

Figure 12. Overlay of optimized geometries of [Pt(PEt3)4]2+

from DFT (red), LFMM (blue), and a crystal structure
(yellow).

Table 9. Selected Bond Lengths (Å) and Angles (deg) for
[Pt(NR3)4]2+ Complexes, R ) H, Me

[Pt(NH3)4]2+ DFT LFMM

Pt-N 2.035 2.047
N-Pt-Ntrans 180.0 179.3
N-Pt-Ncis 90.0 90.0

[Pt(NMe3)4]2+ DFT LFMM

Pt-N1 2.217 2.258 2.233 2.263
Pt-N2 2.225 2.258 2.232 2.263
Pt-N3 2.260 2.258 2.285 2.263
Pt-N4 2.267 2.258 2.283 2.263
N2-Pt-N3 97.4 95.3 97.1 94.5
N1-Pt-N2 97.4 95.3 96.9 94.5
N1-Pt-N3 138.6 144.4 138.4 147.5
N1-Pt-N4 97.4 95.3 97.1 94.5
N2-Pt-N4 138.0 144.4 138.6 147.5
N3-Pt-N4 96.9 95.3 97.7 94.5
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tions. Geometries for both minima are reported in Table 9
and LFMM and DFT are in excellent agreement.

When R ) Et, the steric bulk of the ligand is even greater
and DFT optimizations show that one ligand spontaneously
dissociates from the Pt2+ center, leaving an approximately
T-shaped [Pt(NEt3)3]2+ moiety. We have located stationary
points for three of these structures, and reoptimized them
using LFMM. These results are summarized in Table 10 and
the overlay of the lowest energy LFMM and DFT geometries
is shown in Figure 13. With care, we were able to optimize
a “symmetrical” structure with DFT where all four NEt3

ligands are coordinated. It has Pt-N bond lengths of 2.371
Å, cis angles of 95.0° and trans angles of 143.9° compared
to 2.350 Å, 95.5°, and 145.8° from LFMM, respectively.
The symmetrical structure lies ∼43 kcal mol-1 higher than
the most stable tricoordinate structure in DFT and ∼9 kcal
mol-1 higher in LFMM.

LFMM predicts slightly longer lengths than DFT, but the
“sense” of which bond lengths are longer is retained, along

with good comparisons between angles. Moreover, even
though there is an explicit Pt-N connection in the LFMM
treatment, one Pt-N distance spontaneously lengthens to
more than 4.5 Å.

Some improvement in the relative Pt-N bond lengths is
obtained when this explicit bond between Pt and the
“dissociating” amine ligand is deleted, but the change in
geometry is not very large.

A search of the Cambridge Structural Database35 did not
reveal any crystal structures of either [Pt(NEt3)3]2+ or
[Pt(NEt3)4]2+, so we are unable to comment on how this result
compares to experiment.

For both the phosphine and amine systems, the LFMM
parametrization did not include energetic information and
its ability to treat the dissociation found for the R ) Et
systems is at best qualitative. Removing the explicit Pt-N
bond and recalculating charges leads to apparently better
energetics and a slight reduction in the Pt-N1 bond length
compared to the Pt-N2,3 bond lengths. However, a repa-
rameterization is required if an explicit treatment of bond
dissociation is desired.

Finally, we return to complexes containing pyridine
ligands. Our DFT orbital analysis suggests pyridine acts as
a strong σ-donor and a strong π-donor toward PtII. In
[Pt(py)4]2+, the two limiting (i.e., highest symmetry) orienta-
tions of the py planes give rise to the same LFSE (Figure
14). Hence, there is no electronic driver to determine the
ligand plane orientation, and simple steric considerations
suggest that the most stable arrangement is a “propellor”
arrangement with the ligand planes tending to lie perpen-
dicular to the PtN4 coordination plane rather than in the plane
where the contacts of the ortho hydrogens would be
unfavorable. In practice, both experiment53 and LFMM give
propeller arrangements, although the pitch is 0° for LFMM

Table 10. Structures and Energies (with respect to symmetric structure in kcal mol-1) of [Pt(NEt3)4]2+

[Pt(NEt3)4]2+ DFT LFMM LFMM, no bond but charges unadjusted no bond, charges adjusted

E: isomer 1 (-42.7) -47.7 -8.2 (-7.8) -22.9 (-23.3) -15.2 (-7.9)
Pt-N1 2.105 2.178 2.143 2.145
Pt-N2 2.175 2.186 2.202 2.200
Pt-N3 2.148 2.187 2.204 2.201
Pt-N4 5.454 4.702 5.422 4.785
N2-Pt-N3 151.8 156.9 155.1 155.4
N1-Pt-N2 102.8 101.8 102.2 102.0
N1-Pt-N3 105.5 101.2 102.7 102.5

E: isomer 2 (-36.6) -41.9 -8.8 (-7.1) -9.8 (-9.3) -17.5 (-9.9)
Pt-N1 2.094 2.122 2.128 2.131
Pt-N2 2.175 2.211 2.205 2.203
Pt-N3 2.149 2.188 2.186 2.179
Pt-N4 5.607 6.251 6.249 5.916
N2-Pt-N3 153.2 156.7 156.9 159.9
N1-Pt-N2 100.8 101.7 101.4 101.5
N1-Pt-N3 106.0 101.3 101.4 101.3

E: isomer 3 (-30.3) -34.8 +4.7 (+4.9) -11.6 (-10.6) -2.6 (+4.1)
Pt-N1 2.110 2.186 2.155 2.156
Pt-N2 2.162 2.166 2.179 2.177
Pt-N3 2.152 2.209 2.228 2.225
Pt-N4 5.065 4.642 6.584 4.781
N2-Pt-N3 153.6 158.1 156.8 156.8
N1-Pt-N2 103.6 99.2 100.2 100.1
N1-Pt-N3 102.5 102.1 102.9 102.9

Figure 13. Overlay of LFMM (blue) and DFT (red) optimized
geometries for the lowest energy forms of [Pt(NEt3)4]2+.
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but ranges from 2 to 28° in the X-ray structure of
[Pt(py)4]Cl2 ·3H2O (Figure 15).

In mixed-ligand systems, the pyridine orientation is
influenced by both the coligand and solvation. For example,
without solvation corrections, DFT and LFMM calculations
for trans-[Pt(py)2H2] and [Pt(py)H3]- place the pyridine rings
coplanar with the coordination plane due to the favorable
electrostatic attraction between the positively charged ortho
hydrogen atoms of the pyridine rings and the negatively
charged hydrides. For trans-[Pt(py)2H2], DFT predicts that
the coplanar isomer is preferred by 2.7 kcal mol-1 and by
0.9 kcal mol-1 for [Pt(py)H3]-. When COSMO solvation
corrections are included, the perpendicular py arrangement
is preferred by 2.0 and 2.1 kcal mol-1 respectively.

LFMM gives a very similar picture. For [Pt(py)H3]-

without solvation, the coplanar structure is favored by 3.9
kcal mol-1 while with a solvation correction, the perpen-
dicular structure is favored by 1.8 kcal mol-1. For trans-
[Pt(py)2H2], attempts to locate the perpendicular isomer by
LFMM spontaneously revert to the coplanar form. However,
if the Born solvation correction is included in the optimiza-
tion procedure, as opposed to being added as a single point
energy correction, the pyridine rings tilt out of the coordina-
tion plane and the energy decreases by 3.8 kcal mol-1 relative
to the coplanar form.

Conclusions

Ligand field molecular mechanics provides a good descrip-
tion of the trans influence in a wide range of PtII complexes.

Not only can we compute good structures but the relative
energies of cis- and trans-PtX2Y2 species virtually always
agree with estimates based on DFT.

The ligand field stabilization energy (LFSE) provides a
bridge between all the ligands such that variation of any one
can lead to changes in all the others. The LFSE is inherently
centrosymmetric but, in conjunction with the other LFMM
energy terms, we can induce an asymmetric motion such
that the stronger trans influenced ligand is more “anchored”
and either moves toward the metal or, at the very least, retains
its original bond length, while the weaker one moves away.
This latter motion can be substantial. For [PtCl3H]2-, the
trans Pt-Cl distance is elongated by nearly 0.25 Å relative
to that of [PtCl4]2- (Figure 4).

LFMM calculations give a decreasing trans influence
series: H- > PH3 > SH2 > Br- > Cl-, pyridine, NH3 > H2O.
This compares well with the DFT calculated series: H- >
PH3 > SH2, Br-, pyridine, NH3, Cl- > H2O. Both the DFT
and LFMM data are in agreement with the order reported in
the literature.

The LFMM parameters developed for simple ligands also
describe the behavior of their bulkier congeners. In both
[Pt(PR3)4]2+ and [Pt(NR3)4]2+ (R ) H, Me, Et), we see
progressive tetrahedral distortions and even spontaneous
ligand dissociation. Overall, while we are occasionally short
of the full magnitude of the trans influence, in virtually every
case, the LFMM is in qualitative agreement with DFT. This
gives us some confidence to take the model forward to
examine platinum-based anticancer agents and their interac-
tions with biomolecules such as DNA.

Supporting Information Available: LFMM param-
eters, DFT geometry optimization data for [PdCl4]2-, [Pd-
Br4]2- and [Pd(NH3)4]2+ using a wide variety of functional/
solvation model combinations; cis-trans geometries and
energies for [PtCl2(NH3)2] using OPBE with and without
COSMO corrections; DFT and LFMM cis-trans energy
differences for PtA2B2 systems with and without solvation
corrections (i.e., the data used to construct Figures 7 and 8).
This material is available free of charge via the Internet at
http://pubs.acs.org.
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Abstract: We present an extension of the CHARMM hexopyranose monosaccharide additive all-
atom force field to enable modeling of glycosidic-linked hexopyranose polysaccharides. The new
force field parameters encompass 1f1, 1f2, 1f3, 1f4, and 1f6 hexopyranose glycosidic linkages,
as well as O-methylation at the C1 anomeric carbon, and are developed to be consistent with the
CHARMM all-atom biomolecular force fields for proteins, nucleic acids, and lipids. The parameters
are developed in a hierarchical fashion using model compounds containing the key atoms in the full
carbohydrates, in particular O-methyl-tetrahydropyran and glycosidic-linked dimers consisting of two
molecules of tetrahyropyran or one molecule of tetrahydropyran and one of cyclohexane. Target
data for parameter optimization include full two-dimensional energy surfaces defined by the Φ/Ψ
glycosidic dihedral angles in the disaccharide analogs, as determined by quantum mechanical MP2/
cc-pVTZ single point energies on MP2/6-31G(d) optimized structures (MP2/cc-pVTZ//MP2/6-31G(d)).
In order to achieve balanced, transferable dihedral parameters for the Φ/Ψ glycosidic dihedral angles,
surfaces for all possible chiralities at the ring carbon atoms involved in the glycosidic linkages are
considered, resulting in over 5 000 MP2/cc-pVTZ//MP2/6-31G(d) conformational energies. Also
included as target data are vibrational frequencies, pair interaction energies and distances with water
molecules, and intramolecular geometries including distortion of the glycosidic valence angle as a
function of the glycosidic dihedral angles. The model compound optimized force field parameters
are validated on full disaccharides through the comparison of molecular dynamics results to available
experimental data. Good agreement is achieved with experiment for a variety of properties including
crystal cell parameters and intramolecular geometries, aqueous densities, and aqueous NMR
coupling constants associated with the glycosidic linkage. The newly developed parameters allow
for the modeling of linear, branched, and cyclic hexopyranose glycosides both alone and in
heterogeneous systems including proteins, nucleic acids, and/or lipids when combined with existing
CHARMM biomolecular force fields.

Introduction

Polysaccharide carbohydrates, composed of individual
monosaccharide units that are connected together by glyco-

sidic linkages, have numerous and varied roles in biology,
where they serve as energy storage and transport molecules,
structural scaffolds, and motifs for molecular recognition.
An important subset of these glycosides has as its component
monosaccharide hexopyranoses, such as glucose (Figure 1,
compound 1), galactose, and mannose. Members of this
subset include cellulose and starch, which are both composed
exclusively of glucose, yet have dramatically different
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properties and functions arising from cellulose being com-
posed exclusively of one epimer of glucose and starch
exclusively of the other epimer.1 In addition to existing as
isolated biological polymers, hexopyranose polysaccharides
are commonly found covalently linked to other biomolecules.
Attachment of hexopyranose polysaccharides to proteins and
lipids yields glycoproteins and glycolipids, respectively, and
these heterogeneous biomolecules play crucial roles in
protein folding and molecular recognition.

Significant efforts spanning several decades have been
made toward the development of molecular mechanics
force field models for investigating the structure and
energetics of polysaccharides.2-16 The large variety of
component monosaccharides, the inherent conformational
complexity of monosaccharides, and the additional degrees
of freedom that need to be considered in parametrizing
glycosidic linkages all present challenges to the develop-
ment of comprehensive carbohydrate force fields. As such,
the range of force field applicability (i.e., types of
carbohydrates) is often limited, and the study of hetero-
geneous systems (e.g., glycolipids, glycoproteins, protein:
carbohydrate complexes) is complicated by inconsistent
treatment of 1,4 nonbonded interactions and by differing
force-field development protocols. Presently, the avail-
ability of high-quality experimental data and the ability
to probe a larger variety of conformational energies on
larger model systems using more accurate quantum
mechanical methods allow for the inclusion of more and
better target and validation data in the carbohydrate force
field development process, as reflected in recent efforts.17-20

It is anticipated that such advances will lead to both more
complete and accurate carbohydrate force field models.

To enable the atomic-level modeling of a wide variety
of carbohydrates in an aqueous environment and interact-
ing with other biopolymers such as proteins, nucleic acids,
and lipids, our laboratory has undertaken the development

of a comprehensive force field for carbohydrates19,20 in
the context of the CHARMM additive biomolecular force
fields.21-33 The long-term goal of these efforts is to enable
atomically detailed investigation of carbohydrates in
molecular recognition, including a detailed understanding
of the molecular basis of and the physical insights into
the interaction of carbohydrates with other biomolecules
such as proteins and lipids. The present work builds on
previously published work on model compounds, including
linear and cyclic ethers,34 ethylene glycol,35 and 2-ethoxy
tetrahydropyran,36 as well as all-atom pairwise additive
force field development efforts for hexopyranose monosac-
charides19 and acyclic polyols, acyclic carbohydrates, and
inositol.20 Among the findings of these prior efforts is that,
using the relatively simple functional form of the
CHARMM all-atom additive force field equation, it is
possible to develop carbohydrate force field parameters
that give good agreement with gas phase, crystalline, and
aqueous conformational properties as well as aqueous
phase densities of very dilute to very concentrated aqueous
solutions. In the present study, the parameters developed
for hexopyranoses have been extended to a comprehensive
collection of glycosidic linkages, i.e., 1f1, 1f2, 1f3,
1f4, and 1f6 glycosidic links with all possible combina-
tions of chiralities for the two ring-carbon atoms in each
glycosidic link as well as to both R- and �-anomers of
1-O-methyl hexopyranoses. Therefore, these parameters
allow for the modeling of all possible unsubstituted linear,
cyclic, and branched hexopyranose polysaccharides.

The present work represents a departure from previous
parametrizations of hexopyranose glycosidic linkages in
that extensive high-level quantum mechanical data on
relatively large model compound systems are used in the
parametrization procedure. Specifically, two molecules of
tetrahydropyran or one molecule each of tetrahydropyran
and cyclohexane connected by a glyclosidic linkage are
employed as model compounds for hexopyranose disac-
charides. Optimized two-dimensional scans at the MP2/
6-31G(d) level with a resolution of 15° for the full range
of the Φ/Ψ dihedral angles of a glycosidic linkage are
performed, and MP2/cc-pVTZ single point energies are
computed for all of these optimized structures. In sum,
over 5 250 MP2/cc-pVTZ//MP2/6-31G(d) conformational
energies are used in the parametrization process, and they
include consideration of all possible chiralities at the ring
carbon atoms involved in the glycosidic linkages. Par-
ticular care is taken in the parametrization of the
C1-Olink-Cn′ valence angle distortion, where C1 corre-
sponds to the anomeric carbon in the first ring, Olink the
oxygen in the glycosidic linkage, and Cn′ the glycosidic
ring carbon atom in the second ring, such that the force
field accurately reproduces the quantum mechanical
distortion of this angle, ranging nearly 30°, over the full
range of Φ/Ψ dihedral values. Extensive validation of the
parameter set is done by comparing results from molecular
dynamics (MD) simulations of disaccharide crystals and

Figure 1. R-D-glucopyranose (1) and model compounds
(2-12). Model compound atoms are numbered to correspond
with the standard hexopyranose atom numbering, as shown
on R-D-glucopyranose.
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aqueous solutions to experimental disaccharide crystal
geometries, NMR J-coupling values, and aqueous solution
densities.

Methods

All molecular mechanics calculations were performed with
the CHARMM program,21,37,38 using the same potential
energy function as for the CHARMM protein,23-25 nucleic
acid,26-28 and lipid all-atom additive force fields:29-33

In eq 1, Kb, Kθ, KUB, K� and Kimp are bond, valence angle,
Urey-Bradley, dihedral angle, and improper dihedral angle
force constants, respectively. b, θ, S, � and � are the bond
distance, valence angle, Urey-Bradley 1,3-distance, dihedral
angle, and improper dihedral angle values, and the subscript
0 represents an equilibrium value. Additionally, for the
dihedral term, n is the multiplicity, and δ is the phase angle
as in a Fourier series. The nonbonded interaction energy
between pairs of atoms i and j consists of the Lennard-Jones
(LJ) 6-12 term and the Coulomb term. εij is the LJ well
depth, Rmin,ij is the interatomic distance at the LJ energy
minimum, qi and qj are the partial atomic charges, and rij is
the distance between atoms i and j. The Lorentz-Berthelot
combining rules are applied to determine LJ parameters
between different atom types.39

A modified version of the rigid three-site TIP3P model
was used to represent water,40,41 and the SHAKE algorithm42

was applied to keep water molecules rigid and to constrain
covalent bonds between hydrogen and heavy atoms to their
equilibrium values. Gas-phase energies were calculated using
infinite nonbonded cutoffs, and gas-phase energy minimiza-
tions were done to a tolerance of 10-6 kcal ·mol-1 ·Å-1.
Aqueous and crystal simulations were performed using
periodic boundary conditions,39 with a force-switched smooth-
ing function43 applied to the LJ interactions in the range of
10-12 Å and particle mesh Ewald44 with a real-space cutoff
of 12 Å to compute the Coulomb interactions. A time step
of 1 fs was used for integration of the equations of motion
with the “leapfrog” integrator,45 and all MD employed
Nosé-Hoover thermostatting,46,47 Langevin piston barostat-
ing,48 and a long-range correction to the pressure to account
for LJ interactions beyond 12 Å.39 Condensed-phase simula-
tions were done at experimental temperature and pressure,
with aqueous simulations done using a cube as the periodic
unit cell and crystal simulations employing the appropriate
experimental unit cell geometries. For the aqueous simula-
tions with a cubic unit cell, the cell edge lengths were varied
isotropically to maintain the target pressure during simulation,
whereas unit cell edge lengths in the crystal simulations were

allowed to vary independently. Angular crystal cell param-
eters of 90° were constrained to this value, while those not
90° were allowed to vary independently. Data for the crystal
simulations were collected for 4 ns following 1 ns of
equilibration.

QM calculations were performed using the Gaussian 03
program.49 Geometry optimizations and vibrational calcula-
tions were performed using the MP2/6-31G(d) model
chemistry,50,51 with tight tolerances applied when optimizing
structures for vibrational calculations. A scale factor of
0.9434 was applied to the QM frequencies, as required to
account for limitations in the level of theory and to reproduce
experimental frequencies.52 Potential energy decomposition
analysis was performed using the MOLVIB utility in
CHARMM using internal coordinates as per Pulay et al.53

Relaxed potential energy scans were obtained by optimizing
the geometry at the MP2/6-31G(d) level followed by MP2/
cc-pVTZ single point calculations (MP2/cc-pVTZ//MP2/6-31-
G(d)).50,51,54 All potential energy scans were performed in
15° increments with only the scanned dihedral angles (e.g.,
Φ/Ψ or Ψ/Ω for the 2D surfaces) constrained.

QM calculations for interaction pairs consisting of a water
molecule with a particular model compound followed the
standard procedure for the CHARMM force field, thereby
ensuring consistency of the nonbonded parameters with the
remainder of the CHARMM additive biomolecular force
fields.22 Per this procedure, the solute-water interaction
distance was optimized at the HF/6-31G(d) level, with
constraints on all other degrees of freedom. Following
optimization, HF/6-31G(d) interaction energy target data
were calculated as 1.16*(Epair - Esolute - Ewater), with no
basis-set superposition error correction, and the empirical
scaling factor of 1.16 introduced to yield parameters ap-
propriate for a condensed-phase force field.24,55 Target data
for interaction distances were the QM-optimized distances
minus 0.2 Å, again to yield parameters appropriate for a
condensed-phase force field. The water intramolecular ge-
ometry in both the QM and the MM calculations of pair
interaction data was that of the TIP3P water model,40 and
the model compound geometry was one that was previously
gas-phase optimized in the MP2/6-31G(d) or the CHARMM
representation, respectively.

Relaxed QM potential energy surfaces at the MP2/cc-
pVTZ//MP2/6-31G(d) level of theory were used as target data
for fitting the dihedral force constants in an automated manner
using the freely available Monte Carlo simulated annealing
(MCSA) dihedral parameter fitting program fit_dihedral.py56

(available for downloading at http://mackerell.umaryland.edu).
For each dihedral being fit, three multiplicities n of 1, 2,
and 3 were included, and the corresponding K� values (eq
1) were optimized to minimize the root-mean-square (rmse)
error between the empirical and QM energies. In the MCSA
approach, the adiabatic empirical energy surfaces are initially
obtained with the force constants K� on the dihedral
parameters being parametrized set to zero; restraining
potentials on dihedral angles are used to maintain the values
of the dihedral angles that are being scanned. The energy
difference between the resulting empirical surface and the
target QM surface is then determined, and the dihedral
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parameters fit to reproduce that energy difference. K� values
were constrained to be no more than 3 kcal/mol, and phase
angles δ were limited to 0 and 180° to maintain symmetry
of the dihedral potentials about � ) 0°, allowing for
applicability of the parameters to both enantiomers of a chiral
species.

An extension to the MCSA fitting program fit_dihedral.py
was introduced to allow for independent rms alignment of
multiple MM surfaces to their corresponding QM surfaces
during the simultaneous fitting of these surfaces. Previously,
the target function to be optimized was the rms error RMSE
between the QM conformational energies Ei

QM and the MM
conformational energies Ei

MM:

where wi is a weight factor for conformation i and the
constant c, defined by

optimally aligns the QM and MM data.56 When simulta-
neously fitting the same dihedral parameters in two or more
different molecules (e.g., configurational isomers), it is
sometimes desirable to allow for independent rms alignment
of the QM and MM data on a per-molecule basis. Thus the
target function for MCSA fitting was expanded to

where RMSEg is the rmse error for a grouping of data and is
defined by eqs 2 and 3 for that grouping g. Each grouping
of data is aligned independently, that is the c values are
computed separately for each grouping, and wg is a weight
factor applied to a particular grouping. Thus, for example,
data for configurational isomers can be placed in separate
groupings so as to optimally fit the conformational energies
of the individual configurational isomers with a single set
of dihedral parameters without requiring fitting of the QM
∆E values between configurational isomers.

The aqueous solution density F was calculated from the
average volume 〈V〉, obtained from the simulations, using
eqs 5 and 6:

Here, Nwater, Nsolute, and NAvogadro are the number of water
molecules, solute molecules, and Avogadro’s number, re-
spectively, and 〈MW〉 is the average molecular weight of the
solution. For all aqueous density simulations, Nwater ) 1 100,
while Nsolute was adjusted to give the appropriate density for
each simulated system. These aqueous simulations were
equilibrated for 0.5 ns followed by 5 ns of data collection,

with the volume of the system calculated every 10 ps and
averaged over the simulation time to give 〈V〉.

NMR heteronuclear three-bond proton-carbon coupling
constants (in Hz) for the glycosidic angle rotation 3JCOCH

were computed from the simulations using the modified
Karplus equation developed by Tvaroska et al.57

as well as that by Cloran et al.58

where φ is the C-O-C-H dihedral angle of interest.
Similarly, for the three-bond carbon-carbon coupling con-
stants 3JCOCC, the modified Karplus equation developed by
Bose et al. 59

was used, where φ is the C-O-C-C dihedral angle of
interest. Bose et al. also developed a second simpler equation
in which the cos φ term was excluded59

and this second equation was also used to analyze the MD
data. To compute J values from MD simulations, the value
of the dihedral angle of interest was tabulated for each
snapshot of each disaccharide in the simulation. Each
dihedral value was then used as φ in one of the above
equations to get a J value for that disaccharide in that
snapshot. The resultant J values for the dihedral angle of
interest were then averaged over all disaccharides in the
system and all snapshots from the simulation to get an
ensemble averaged value of J for comparison with previously
published experimental data. Simulations consisted of four
disaccharides in 1 100 molecules of water, corresponding to
a concentration of 200 mM, which is approximately 10-fold
more concentrated than that of the comparison NMR
experiments though still sufficiently dilute so as to minimize
the direct solute-solute interactions. Of the four disaccharide
molecules, the chirality at the reducing end anomeric carbon
was R for one molecule and � for the remaining three, so as
to reflect the anomeric ratio for glucopyranose in water (R:�
) 1:2).60 In accord with the comparison NMR experiments
performed using pure D2O, simulations were done at 298 K
and 1 atm and with no ions added. Simulations were
equilibrated for 0.5 ns, followed by 20 ns of data collection
during which a snapshot was taken every 1 ps.

Results and Discussion

Parameter Optimization. The focus of the present work
was the development of a transferable set of parameters for
the glycosidic linkages between hexopyranoses. Applying
parameters developed for hexopyranose monosaccharides and
associated model compounds19 left as parameters to-be-
determined only those involving the glycosidic linkage
oxygen atom. Starting values for bond, angle, dihedral, LJ,
and electrostatic parameters involving this atom were

RMSE ) �∑
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MM + c)2

∑
i

wi

(2)

∂RMSE
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) 0 (3)
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transferred from published ether parameters34 and further
optimized, as described below, using the model compounds
in Figure 1, and, to a limited extent, the data from
disaccharide crystals. Parametrization was done in a self-
consistent fashion such that whenever one parameter was
changed, properties were recomputed and additional param-
eters reoptimized, if necessary;21-23 all data presented
throughout reflect the final set of self-consistently optimized
parameters. The optimized parameters were subsequently
applied to full disaccharides for validation by comparison
of MD results to available experimental data.

Conformational energies for all compounds were studied
using the MP2/cc-pVTZ//MP2/6-31G(d) model chemistry,
which provides a reasonable compromise between accuracy
and computational expediency. Previously, it was seen that
energies for hexopyranose monosaccharides using this model
chemistry were in excellent agreement compared to MP2/
cc-pVTZ optimized structures.19 Additional studies on eth-
ylene glycol35 and 2-ethoxy tetrahydropyran36 using a variety
of model chemistries support the use of the MP2/cc-pVTZ
model chemistry for energy calculations on carbohydrates.

1-O-Methylation. O-methylation at the C1 position in
hexopyranoses leads to formation of an acetal, thereby
preventing spontaneous isomerization between the R- and
�-anomers, and is a common chemical modification in
synthetic hexopyranose polysaccharides. Force field param-
eters were developed for this moiety because of its common
occurrence and its similarity to glycosidic linkages between
hexopyranoses. Compounds 2 and 3, which are O-methyl
derivatives of tetrahydropyran, were used as model com-
pound analogs for the R- and �-anomers of 1-O-methyl
hexopyranoses. The location of O-methylation and the
geometry of the tetrahydropyran ring were chosen to mimic
a 1-O-methyl-D-hexopyranose molecule having the energeti-
cally favored 4C1 ring conformation.

Tetrahydropyran parameters were those previously devel-
oped in the context of hexopyranoses19 and bond, angle,
dihedral, LJ, and partial charge parameters involving the
O-methyl group were transferred from existing ether param-
eters.34 Following this transfer of parameters, those that
remained missing included the Oring-C1-Omethyl valence angle
and the Oring-C1-Omethyl-Cmethyl, C2-C1-Omethyl-Cmethyl, and
C5-Oring-C1-Omethyl dihedral parameters. Also in question was
the ability of the transferred nonbonded parameters on the Oring

and Omethyl atoms to capture the energetics of hydrogen bonding
in the context of these molecules.

QM MP2/cc-pVTZ//MP2/6-31G(d) scans of the Oring-C1-
Omethyl-Cmethyl dihedral in both the R-anomer 2 and �-anomer
3 were done to characterize the potential energy surfaces and
determine the location of the minimum energy conformations
of the two anomers (Figure 2a). The global minimum for both
surfaces was at Oring-C1-Omethyl-Cmethyl ) 60° for the R-ano-
mer. The minimum on the �-anomer surface was 1.55 kcal/
mol higher in energy and located at Oring-C1-Omethyl-Cmethyl

) -60°. Although the O-methyl moiety is located in the axial
position in the R-anomer, it is energetically more favorable than
that of the equatorial substituted �-anomer. This well-known
result is counter to the general trend that equatorial substitutions
on saturated six-membered rings are more favorable than axial

ones, a phenomenon referred to as the “anomeric effect.” The
energy difference between the two anomers in the molecular
mechanics framework is determined by the C5-Oring-
C1-Omethyl dihedral, and ring deformation potential energy scans
of this dihedral were also done for inclusion as target data during
dihedral parameter fitting (Figure 2b).

An initial set of parameters was developed by transferring
existing ether C-C-O valence angle parameters to the
Oring-C1-Omethyl valence angle and fitting the Oring-C1-
Omethyl-Cmethyl, C2-C1-Omethyl-Cmethyl, and C5-Oring-C1-
Omethyl dihedral parameters to reproduce the Oring-C1-
Omethyl-Cmethyl and C5-Oring-C1-Omethyl QM potential energy
scans. Using these initial parameters, both anomers were then
fully geometry optimized in the QM MP2/6-31G(d) and MM
representations starting from Oring-C1-Omethyl-Cmethyl ) 60°
for the R-anomer and -60° for the �-anomer. Comparison of
the MM geometries to the QM geometries showed errors in
the C1-Omethyl bond and the Oring-C1-Omethyl and
C2-C1-Omethyl angles. Additionally, pair interaction energies
with water for these two conformations using the transferred
partial charge of -0.34 e on Omethyl were consistently under-
estimated in the MM representation compared to that of the
QM representation. Because of the errors in geometries and
water pair interaction energies using transferred parameters from
the linear ethers, further parameter optimization was undertaken.

A second iteration of parameter optimization was done to
correct the QM water pair interaction energies, while
ensuring the molecular geometries and conformational ener-
gies were well reproduced. The C1-Omethyl geometry was
improved by decreasing the transferred equilibrium bond
length by 0.020 Å, and the Oring-C1-Omethyl and
C2-C1-Omethyl geometries were improved by decreasing the
transferred equilibrium value parameters by 1.5° to 110.0°
and by 2.5° to 109.0°, respectively. Reproduction of the target
vibrational frequencies was improved by increasing the
Oring-C1-Omethyl force constant from 45 to 90 kcal ·
mol-1 · radian-2. The partial charge on Omethyl was adjusted
to -0.36 e, with +0.01 e added to the partial charges on C1

and Cmethyl to maintain charge neutrality, and the dihedral
parameters were refit. With optimized partial charges, water
pair interaction energies and distances in the MM representa-
tion compared very favorably to the QM target data, both
for Omethyl and for Oring, which retained its initial partial

Figure 2. Dihedral potential energy scans in the QM (points)
and MM (lines) representation for model compounds 2 and
3. Scans for the R- (crosses and solid lines) and �- (x′s and
dashed lines) anomers (2 and 3, respectively) have all been
offset to the same global minimum.
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charge of -0.40 e transferred from tetrahydropyran (Table
1, Figure 3). In order to use the same bonded parameters
for both anomers, it was necessary to have the force field
slightly underestimate Oring-C1-Omethyl and overestimate
C2-C1-Omethyl for the R-anomer, while doing the reverse
for the �-anomer (Table 2). The valence angle parameters
also yielded good agreement between the QM and MM
vibrational frequencies having contributions from these
degrees of freedom (Table 3). Conformational energies as
well as the energy difference between the two anomers were
very well reproduced with the fit dihedral parameters (Figure
2). In the conformational energy scans, the force field gives
a ∆E of 1.53 kcal/mol between the minimum energy
conformations of the two anomers, in comparison to the
reference MP2/cc-pVTZ//MP2/6-31G(d) value of 1.55 kcal/
mol. In this case, the force field representation gives a

significantly more accurate ∆E than the MP2/6-31G(d) value
(2.25 kcal/mol), highlighting the importance of the choice
of QM model chemistry for the generation of target data.

1f1 Glycosidic Linkages. Four different 1f1 glycosidic
linkages can be formed between two hexopyranose monosac-
charides depending on which anomers are linked together:
R(1f1)R, R(1f1)�, �(1f1)R, and �(1f1)�. This number
is reduced to three if the identities of the two component
monosaccharides are the same, as the resultant R(1f1)� and
�(1f1)R linked disaccharides constitute identical molecules.
Accordingly, 4, 5, and 6 were used as model compound
analogs of 1f1 linked hexopyranose disaccharides. These
model compounds are dimers of tetrahydropyran connected
by a glycosidic linkage and are analogous to R(1f1)�,
R(1f1)R, and �(1f1)� hexopyranose disaccharides, re-
spectively. Parameters to be determined for these linkages
were those involving the glycosidic oxygen Olink. These
included Olink-C1 bond parameters, C1-Olink-C1, Olink-C1-
Oring, and Olink-C1-C2 valence angle parameters, C1-Olink-
C1-X dihedral parameters (X ) C2, or Olink), and nonbonded
Olink parameters.

An attractive possibility for minimizing computer time and
parametrization effort is to transfer analogous parameters
from 2 and 3 to the full disaccharides, and this approach
has been taken in other work. To test this approach, the QM

Table 1. Solute-water Pair Interaction Energies and Distances for Model Compounds 2 and 3

energy (kcal/mol) distance (Å)

water orientationa 1.16*HFb MM MM-QM HF-0.20b MM MM-QM

2 (R-) Omethyl ai -4.87 -4.50 0.37 1.90 1.90 0.00
aii -4.64 -4.75 -0.11 1.91 1.89 -0.02
bi -4.20 -3.32 0.88 1.90 1.87 -0.03
bii -4.35 -4.55 -0.20 1.90 1.83 -0.06

Oring ai -5.88 -5.70 0.18 1.81 1.72 -0.09
aii -5.53 -5.79 -0.26 1.84 1.72 -0.12

3 (�-) Omethyl ai -5.99 -6.09 -0.09 1.83 1.74 -0.09
aii -5.40 -5.56 -0.16 1.86 1.75 -0.11
bi -4.20 -3.38 0.82 1.90 1.85 -0.05
bii -4.62 -4.83 -0.21 1.89 1.81 -0.08

Oring ai -5.58 -6.16 -0.58 1.88 1.85 -0.03
aii -4.78 -4.86 -0.08 1.91 1.88 -0.03

average 0.05 -0.06
standard deviation 0.44 0.04

a Molecular geometries are as illustrated in Figure 3. b HF target energies have been scaled by 1.16, and distances have been shortened
by 0.20 Å.

Figure 3. Water pair interaction geometries with model
compound 2. For convenience, three molecules of water have
been illustrated simultaneously interacting with the model
compound, though in actuality, all data (Table 1) are for a
single water molecule interacting with a single model com-
pound molecule. Interactions labeled “a” have the water H-O
bond vector in the C-O-C angle plane and along the
C-O-C bisector, while interactions labeled “b” have the H-O
bond vector in an ideal tetrahedral geometry (109.5°) with
respect to the C-O-C angle. The water molecule in type “i”
interactions lies perpendicular to the C-O-C plane. Type “ii”
interactions differ from type “i” interactions by the rotation of
the noninteracting water hydrogen atom by 90° around the
H-O bond vector. Molecular graphics prepared with VMD.66

Table 2. Fully-Optimized QM and MM Geometries for
Model Compounds 2 and 3

QM MM MM-QM

2 (R-) Oring-C1-Omethyl
a 112.0 110.3 -1.6

C2-C1-Omethyl 107.1 108.8 1.8
C1-Omethyl-Cmethyl 112.3 112.0 -0.3
Oring-C1-Omethyl-Cmethyl 61.1 67.1 6.0
C1-Omethyl 1.411 1.404 -0.008
Omethyl-Cmethyl 1.427 1.424 -0.003

3 (�-) Oring-C1-Omethyl 108.3 109.9 1.5
C2-C1-Omethyl 108.6 106.8 -1.8
C1-Omethyl-Cmethyl 112.7 111.9 -0.7
Oring-C1-Omethyl-Cmethyl -62.6 -65.3 -2.8
C1-Omethyl 1.392 1.401 0.009
Omethyl-Cmethyl 1.427 1.423 -0.005

a Valence and dihedral angles are in degrees, bond lengths are
in Å.
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Φ/Ψ two-dimensional relaxed potential energy surface for
the R(1f1)� analog 4 (Φ ) Oring-C1-Olink-C1′, Ψ )
C1-Olink-C1′-Oring′) was compared to the MM surface
calculated using transferred parameters (Figure 4a,b). The
obvious shortcoming of this approach is the incorrect

ordering of the two minima on the QM surface at Φ/Ψ )
60°/-90° and 90°/60°; on the QM surface the global
minimum is as 60°/-90°, while on the MM surface it is at
90°/60°. Additional QM and MM Φ/Ψ scans done on 5 and
6 showed better agreement between the QM and the MM

Table 3. Vibrational Frequencies for Model Compound 2 Having Contributions from the Oring-C1-Omethyl and C2-C1-Omethyl

Valence Angles

frequency (cm-1) % XCZ contributiona,b % YCZ contributiona,b

frequency no. QM MM QM MM QM MM

2 125.8 131.4 13 14
3 170.2 187.3 7 7 7 9
4 221.1 245.4 10
5 297.6 286.4 18 31
6 310.8 337.2 5 10 12 15
7 380.6 366.5 8
8 415.0 439.8 9
9 504.7 492.3 7 6
10 553.2 558.8 6 37 29
11 661.2 651.0 5 12 9
12 797.5 797.0
13 805.0 827.0
14 855.0 881.6
15 869.6 893.8
16 890.9 905.6
17 946.3 949.5 7
18 1001.3 995.0
19 1028.0 1041.1
20 1032.9 1068.6
21 1060.1 1075.4
22 1107.9 1108.8 5
23 1123.7 1131.7 6

a XCZ and YCZ are methine-associated internal coordinates per the definition of Pulay et al.53 such that X ) C2, Y ) Oring, C ) C1, and Z
) Omethyl. b Contributions from XCZ/YCZ of less than 5% to a particular frequency are not shown.

Figure 4. Φ/Ψ potential energy surfaces for model compounds 4 (top row), 5 (middle row), and 6 (bottom row) in the QM (first
column), MM using transferred parameters (middle column), and MM using fit parameters (last column) representations. Energies
are in kcal/mol with contours every 1 kcal/mol.
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surfaces, which is not surprising as they only have one low-
lying minimum each (Figure 4d,e,g,h). However, in both
instances the minima had notably steeper walls in the MM
representation. Starting at the global minimum of 75°/75°
for 5 (Figure 4d,e), the energy rises significantly faster
moving along the valley toward 180°/90° in the MM as
compared to that of the QM surface. Likewise for 6, starting
at the global minimum of -75°/-75° and moving up the
valley toward -180°/-60°, the energy increases significantly
more quickly in the MM as compared to that of the QM
representation (Figure 4g,h). These problems reveal deficien-
cies in the transferred parameters when applied to disaccha-
ride analogs.

Given the shortcoming of transferring parameters devel-
oped for 2 and 3 to the disaccharide analogs, parameters were
fit directly to target QM Φ/Ψ data. The Oring-C1-Olink-C1

and C2-C1-Olink-C1 dihedral parameters that determine
Φ/Ψ energetics were fit to 4, with extra weighting given to
points in the two minima and ignoring points greater than
12 kcal/mol above the global minimum (in eq 2, wi ) 20
for points in the minima, 0 for points with energy greater
than 12 kcal/mol, and 1 otherwise). The optimized parameters
based on 4 were then directly transferred to 5 and 6.
Additionally, the C1-Olink-C1 valence angle parameters were
optimized to reproduce distortion of this angle as a function
of Φ/Ψ for 4-6. This required reduction of the force
constant transferred from C1-Omethyl-Cmethyl from 95
kcal ·mol-1 · radian-2 to a value of 50 kcal ·mol-1 · radian-2

and increasing the equilibrium value from 109.7° to 111.5°.

Very good energies and C1-Olink-C1 valence angle
geometries as a function of Φ/Ψ were achieved by the self-
consistent optimization of the dihedral and valence angle
parameters. The Φ/Ψ energy surface for 4 using these
optimized parameters gives the correct ordering of the two
minima (Figure 4a,c). The MM model also satisfactorily
reproduces the energy surfaces for 5 and 6, with the walls
of the minima being less steep than with the transferred
parameters, in better agreement with the QM data (Figure
4d,f,g,i). The MM model also does an excellent job of
reproducing the change in C1-Olink-C1 valence angle
geometry as a function of Φ/Ψ for all three model
compounds (Figure 5). The C1-Olink-C1 geometry varies
by more than 20° across the Φ/Ψ surface for each model
compound. Quite remarkably, the simple form of the
potential energy function, with a harmonic term for valence
angle distortion, is able to correctly reproduce such large
magnitude valence angle distortions.

Water pair interactions energies and distances, intramo-
lecular geometries of minimum energy conformations, and
vibrational frequencies are also all well reproduced using
the optimized parameter set. The partial charge and LJ
parameters for Olink, transferred from the Omethyl atom in 2
and 3, capture the hydrogen-bond energies and distances for
4-6 (Table 4). Of note is the fact that for the R(1f1)R
analog 5, the hydrogen-bond length is longer, and the energy
is significantly less favorable than for the R(1f1)� and
�(1f1)� analogs 4 and 6. This reflects the fact that water
access to the Olink atom in the minimum energy geometry
of 5 is sterically blocked by the two rings, whereas having

at least one �-anomer in the linkage opens up access to this
atom. Minimum energy structures in the MM representation
do a good job of reproducing bond, valence angle, and
dihedral angle geometries relative to the QM MP2/6-31G(d)
representation (Table 5); we note that the equilibrium length
for the C1-Olink bonds in 4-6 was set to 1.415 Å, as is done
for general linear ethers, compared to the value of 1.395 Å
for compounds 2 and 3. The Φ and Ψ angles are particularly
well represented by the MM model (Table 5), even though
the same dihedral angle parameters are used for 4-6. Finally,
the good agreement between the MM and QM vibrational
frequencies (Supporting Information, Figure S1) serves as
additional confirmation of the appropriateness of the force
field parameters.

1f2, 1f3, and 1f4 Glycosidic Linkages. Using two
molecules of tetrahydropyran linked by a bridging ether as
model compounds for the 1f2, 1f3, and 1f4 glycosidic
linkages leads to a prohibitively large number of possibilities
for all combinations of both linkage type and stereochemistry.
Because the Oring atom in the second ring in these types of
linkages is at least two atoms removed from Olink, a
cyclohexane molecule was used to represent the second ring
for the respective model compounds. For 1f2 linked
pyranose disaccharides, the resultant model compounds, with
all possibilities for stereochemistry at the C1 and C2′

Figure 5. C1-Olink-C1′ valence angle as a function of Φ/Ψ
in relaxed potential energy scans for model compounds 4 (top
row), 5 (middle row), and 6 (bottom row) in the QM (first
column) and MM using fit parameters (last column) repre-
sentations. Angles are in degrees with contours every 2
degrees.
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positions, are compounds 7-10. Additionally, simply by
renumbering the atoms on the cyclohexane ring, these four
molecules correspond to all possible stereochemistries for
the 1f3 and 1f4 glycosidic linkages. Thus, energies and
geometries of these four molecules were used to develop
parameters for 1f2, 1f3, and 1f4 linked hexopyranose
disaccharides. As with the 1f1 linkages, a single set of
parameters was developed for all model compounds in the
series.

Parameters, except for the Oring-C1-Olink-C2′, C2-C1-
Olink-C2′, C1-Olink-C2′-C1′, and C1-Olink-C2′-C3′ dihe-
dral parameters, were transferred from the 1f1 linkages,
and cyclohexane parameters were those previously developed
in the context of hexopyranoses.19 Automated fitting of these
four dihedrals, with the C1-Olink-C2′-C1′ and C1-Olink-
C2′-C3′ parameters equivalenced (i.e., constrained to be the
same),56 was undertaken by including in the fit all points
having QM energies less than 12 kcal/mol relative to the
respective global minima on the four two-dimensional MP2/
cc-pVTZ//MP2/6-31G(d) scans. While the fits were generally
good, two issues arose: systematic deviation of the MM
C1-Olink and Olink-C2′ bond and C1-Olink-C2′ angle values
from the QM data, and difficulty reproducing the global

energy minima on the surfaces for 9 and 10, where the energy
is nearly constant over a large range of Ψ for a value of Φ
)-60° (Φ ) Oring-C1-Olink-C2′, Ψ ) C1-Olink-C2′-C1′).

To overcome these limitations, a special weighting scheme
was applied to the dihedral fitting, and the relevant bond
and angle parameters were optimized to target the QM data.
With regard to dihedral fitting, the automated dihedral fitting
algorithm was extended to allow separate rms alignment of
each of the four MM surfaces to its corresponding QM
surface during the simultaneous fitting of all four surfaces,
as described in the Methods Section. This allowed the fitting
to overcome any discrepancies in the MM ∆E values
between any pair of surfaces as compared to the QM ∆E.
Additionally, points with an energy value within 0.25 kcal/
mol of the global minimum for each surface were given a
weight wi of 1 000, compared to a weight of 1 for other points
below the 12 kcal/mol cutoff.56 This emphasis on a few low-
lying points was helpful in fitting the flat global minima for
compounds 9 and 10 (Figure 6). There were sufficiently few
points with this high weighting such that, combined with
optimized bond and angle parameters, the full shapes of the
energy surfaces were all well reproduced (Figure 7). Bond
optimization entailed adjusting the equilibrium values of the
C1-Olink and Olink-C2′ bonds to 1.395 and 1.435 Å,
respectively. Additionally, the final optimized C1-Olink-C2′
parameters (force constant 50 kcal ·mol-1 · radian-2 and
equilibrium value of 109.2°) gave impressive reproduction
of the angle distortion as a function of Φ/Ψ (Figure 8).

Intramolecular geometries and vibrational frequencies
demonstrated the appropriateness of the final bonded pa-

Table 4. Solute-water Pair Interaction Energies and Distances for Model Compounds 4-6

energy (kcal/mol) distance (Å)
model compound water orientationa 1.16*HFb MM MM-QM HF-0.20b MM MM-QM

4 -90 -4.82 -4.42 0.40 1.91 1.88 -0.03
90 -4.92 -5.59 -0.68 1.96 1.85 -0.11

5 90 -1.93 -2.72 -0.79 2.51 2.49 -0.02
6 90 -5.75 -5.64 0.10 1.85 1.77 -0.09

average -0.24 -0.06
standard deviation 0.58 0.04

a Dihedral angle (degrees) defined by C1-Olink · · ·Owater-H2, where H2 is the noninteracting water hydrogen atom. In the cases of 5 and 6,
90 and -90 are equivalent due to the internal symmetry of these two model compounds. In all cases, the water H1-Owater bond vector is in
the C1-Olink-C1′ angle plane and along the C1-Olink-C1′ bisector. b HF target energies have been scaled by 1.16, and distances have been
shortened by 0.20 Å.

Table 5. Optimized Geometries for Model Compounds
4-6 in the MP2/6-31G(d) QM and MM Representations

model
compound

valence angle/
dihedral angle/
bond lengtha QM MM MM-QM

4 Oring-C1-Olink 112.7 110.9 -1.8
Oring′-C1′-Olink 107.6 109.7 2.1
C2-C1-Olink 106.2 108.7 2.6
C2′-C1′-Olink 108.8 106.8 -2.0
C1-Olink-C1′ 114.4 115.0 0.6
Φ 58.1 60.3 2.2
Ψ -97.1 -95.9 1.2
C1-Olink 1.428 1.419 -0.009
C1′-Olink 1.403 1.418 0.014

5 Oring-C1-Olink 111.2 109.7 -1.5
C2-C1-Olink 106.7 108.7 1.9
C1-Olink-C1′ 112.7 113.2 0.6
Φ ()Ψ) 68.6 73.1 4.4
C1-Olink 1.425 1.417 -0.008

6 Oring-C1-Olink 107.5 109.4 1.9
C2-C1-Olink 108.1 106.9 -1.3
C1-Olink-C1′ 113.6 113.0 -0.6
Φ ()Ψ) -68.8 -67.9 0.9
C1-Olink 1.405 1.414 0.009

a Valence angles and dihedral angles are in degrees, bond
lengths are in Å.

Figure 6. Φ ) -60° slices from the two-dimensional Φ/Ψ
potential energy surfaces for model compounds 9 (a) and 10
(b) in the QM (crosses) and MM using fit parameters (solid
lines) representations. Dashed horizontal lines are at 0.25 and
0.50 kcal/mol.
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rameters, and water pair interaction distances and energies
confirmed the transferability of the Olink partial charge and
LJ nonbonded parameters from model compounds 4-6. Fully
unconstrained MP2/6-31G(d) geometry optimizations done
on the global minimum energy conformations from the two-
dimensional Φ/Ψ scans showed little change in the value
of the dihedral angles relative to the constrained values from
the scans. Using the geometries from fully unconstrained QM
optimizations, MM optimizations on compounds 7 and 8
gave structures in excellent agreement with the optimized
QM structures (Table 6). However, for model compounds 9
and 10, the Ψ dihedral needed to be restrained to the QM
value during the MM geometry optimization to prevent
changes in this angle by +49.3° and +46.2°, respectively.
It is important to note that this simply reflects the very flat
minimum energy well that these conformations exist in
(Figures 6 and 7e-h) and not a significant deficit in the force
field. From Figure 6, it is apparent that Ψ values spanning

60° for 9 and 10 in the global minimum energy wells
correspond to conformations within 0.5 kcal/mol of each
other, with a majority of these being within 0.25 kcal/mol
of each other. Because of the differences in the QM- versus
unrestrained MM-optimized conformations for 9 and 10,
vibrational frequencies for comparison were computed only
for 7 and 8, and these had the same degree of accuracy as
for model compounds 2-6 (Supporting Information, Figure
S2).

Water pair interaction energies and distances for the QM
and MM optimized conformations showed excellent agree-
ment for 8 and 10, while hydrogen bonds were shorter and
stronger in the MM representation relative to the QM for 7
and 9 (Table 7). Importantly, the hydrogen bonds for 8 and
10 are significantly shorter and more favorable in both
representations than for 7 and 9, which have relatively long

Figure 7. Φ/Ψ potential energy surfaces for model com-
pounds 7 (top row), 8 (second row), 9 (third row), and 10
(bottom row) in the QM (first column) and MM using fit
parameters (last column) representations. Energies are in
kcal/mol with contours every 1 kcal/mol.

Figure 8. C1-Olink-C2′ valence angle as a function of Φ/Ψ
in relaxed potential energy scans for model compounds 7 (top
row), 8 (second row), 9 (third row), and 10 (bottom row) in
the QM (first column) and MM using fit parameters (last
column) representations. Angles are in degrees with contours
every 2 degrees.
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and weak hydrogen-bonding interactions with the water
molecule regardless of its orientation. Thus, the MM model
is properly reproducing the relative hydrogen-bond strengths
for the different anomers. The disagreement for the weaker
hydrogen-bonding interactions may be ascribed to the
inability of the water molecule to approach the Olink atom
for 7 and 9 due to steric hindrance, and the MM model
predicts a shorter interaction distance because it properly
includes favorable dispersion interactions via the LJ force
field term, whereas the Hartree-Fock level of theory used
in the QM water pair interaction calculations does not model
dispersion.

As discussed at the beginning of this section, the use of
two molecules of tetrahydropyran linked by a bridging ether
as model compounds for all possible 1f2, 1f3, and 1f4
glycosidic linkages would have been prohibitive. To confirm
the appropriateness of the dihedral parameters developed
using 7-10, MM scans using these parameters were done
on analogs of 7-10 (7O, 8O, 9O, 10O) in which cyclohexane
was replaced by a second molecule of tetrahydropyran and
compared to QM data. The scans were done at fixed values
of Φ, chosen based on the global minima on the Φ/Ψ
surfaces for 7-10 (Figure 9). In all four cases, the MM scans

capture the features of the QM scans, and for 8O, 9O, and
10O (Figure 9b-d), the global minimum is correctly captured.
In the case of 7O (Figure 9a), the global minimum is at Ψ )
-90° in the QM representation as compared to that of Ψ )
-150° in the MM. More than anything else, this is a
reflection of the flat well surrounding the global minimum,
also seen for compound 7 (Figure 7a). In the case of 7O,
energies for conformations in this well ranging from Ψ )
-180° to Ψ ) -75° are within 1.5 kcal/mol of each other.
The MM representation correctly captures the span of this
wide well and also the adjacent peak at Ψ ) +15°. Thus,
the dihedral parameters developed on 7-10 appear also to
be appropriate when the cyclohexane ring is replaced by a
second tetrahydropyran ring.

1f6 Glycosidic Linkages. Compared to 1f1, 1f2, 1f3,
and 1f4 linkages, 1f6 glycosidic linkages have an ad-
ditional dihedral degree of freedom making full QM char-
acterization of an analogous model compound too compu-
tationally expensive. The three dihedral degrees of freedom
in a 1f6 linkage (Φ ) Oring-C1-Olink-C6′, Ψ )
C1-Olink-C6′-C5′, Ω ) Olink-C6′-C5′-Oring′) were, thus,
parametrized based on the results for 2 and 3 as models for
the Φ dihedral angle and 11 and 12 as models for the Ψ
and Ω dihedral angles. A single set of dihedral parameters
gave excellent results for the Ψ/Ω surfaces for both 11 and
12 (Figure 10). These dihedral parameters along with
optimization of the Olink-C6′-C5′ angle geometry also gave
excellent minimum energy geometries (Table 8) and good
agreement with vibrational frequencies (Supporting Informa-
tion, Figure S3), completing the parameter development for
all the model compounds.

Further Parameter Optimization in Full Disaccharides.
The parameters developed in the model compound analogs
of disaccharides, along with existing parameters for hex-
opyranose monosaccharides,19 enabled the construction and
simulation of disaccharides in the crystalline state (Table 9).
Analysis of intramolecular geometries obtained from MD
simulations of various disaccharide crystals showed several
systematic differences in the bond and valence angle
geometries, as determined by the model compound param-
eters, and these parameters were further optimized to correct
for these systematic deviations. For C1-Olink-C1′ linked
compounds, the model compound vs full disaccharide
parametrized equilibrium valence angle values were as
follows: C2-C1-Olink 109.0° vs 105.0° and O5-C1-Olink

110.0° vs 112.0°, with the model compound values followed
by the full disaccharide values. For C1-Olink-Cn′ (n ) 2, 3,
4), the equilibrium bond and angle values were: Olink-Cn′
1.435 vs 1.415 Å, C2-C1-Olink 109.0° vs 105.0°, and
O5-C1-Olink 110.0° vs 112.0°. Of note is that the changes
to the C2-C1-Olink and O5-C1-Olink angle parameters were
the same for both C1-Olink-C1′ and C1-Olink-Cn′ (n ) 2,
3, 4) linked disaccharides relative to the model compounds.
Perhaps it is not surprising that these two angle parameters
required special attention; even in the case of model
compounds 2 and 3, the changes in QM angle geometries
going from the R- to the �-anomer resulted in MM errors
having magnitudes of 1.5° to 1.8° but of differing signs
depending on the anomer (Table 2), attesting to the challenge

Table 6. Optimized Geometries for Model Compounds
7-10 in the MP2/6-31G(d) QM and MM Representations

model
compound

valence angle/
dihedral angle/
bond lengtha QM MM MM-QM

7 Oring-C1-Olink 111.8 110.2 -1.7
C2-C1-Olink 106.7 108.4 1.7
C1′-C2′-Olink 106.3 107.2 0.9
C3′-C1′-Olink 109.7 109.4 -0.3
C1-Olink-C2′ 113.7 114.0 0.3
Φ 66.3 68.0 1.7
Ψ -151.9 -149.2 2.7
C1-Olink 1.414 1.400 -0.014
C2′-Olink 1.446 1.441 -0.004

8 Oring-C1-Olink 111.9 110.2 -1.7
C2-C1-Olink 106.8 108.5 1.8
C1′-C2′-Olink 110.5 109.3 -1.2
C3′-C1′-Olink 107.1 107.3 0.2
C1-Olink-C2′ 113.6 113.7 0.0
Φ 66.3 67.6 1.3
Ψ 88.2 91.5 3.3
C1-Olink 1.414 1.401 -0.013
C2′-Olink 1.441 1.440 -0.001

9 Oring-C1-Olink 108.6 110.3 1.7
C2-C1-Olink 108.5 106.6 -1.9
C1′-C2′-Olink 106.5 107.6 1.1
C3′-C1′-Olink 109.4 108.8 -0.7
C1-Olink-C2′ 114.4 114.1 -0.3
Φ -64.6 -61.0 3.7
Ψ -136.8 b

C1-Olink 1.391 1.398 0.007
C2′-Olink 1.447 1.442 -0.006

10 Oring-C1-Olink 108.6 110.1 1.5
C2-C1-Olink 108.5 106.7 -1.9
C1′-C2′-Olink 110.0 108.8 -1.1
C3′-C1′-Olink 107.5 107.8 0.2
C1-Olink-C2′ 114.2 113.7 -0.5
Φ -63.9 -62.7 1.2
Ψ 104.2 b

C1-Olink 1.391 1.398 0.008
C2′-Olink 1.443 1.440 -0.003

a Valence and dihedral angles are in degrees, bond lengths are
in Å. b Value restrained to the QM geometry during optimization.
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of developing general parameters involving the anomeric
oxygen. The final set of parameters for all linkages between
hexopyranoses is listed in Supporting Information, S4-S9.

Validation. A number of MD simulations were undertaken
to validate the development of bonded and nonbonded
parameters for glycosidic linkages and included a variety of
disaccharides both in the aqueous phase and the crystalline
phase. Crystal simulations were used primarily to confirm

Table 7. Solute-water Pair Interaction Energies and Distances for Model Compounds 7-10

energy (kcal/mol) distance (Å)

model compound water orientationa 1.16*HFb MM MM-QM HF-0.20b MM MM-QM

7 -180 -1.19 -2.48 -1.29 3.10 2.84 -0.25
-90 -1.28 -2.60 -1.33 2.96 2.81 -0.15
0 -0.88 -2.19 -1.32 3.03 2.84 -0.18
90 -1.24 -2.27 -1.03 2.99 2.84 -0.15

average -1.24 -0.19
standard deviation 0.14 0.05

8 -180 -3.88 -4.19 -0.32 2.00 2.07 0.06
-90 -4.16 -4.17 -0.01 1.99 2.06 0.07
0 -3.27 -3.49 -0.21 2.24 2.10 -0.14
90 -3.61 -3.75 -0.14 2.11 2.09 -0.03

average -0.17 -0.01
standard deviation 0.13 0.10

9 -180 -1.87 -2.98 -1.11 2.82 2.64 -0.17
-90 -2.13 -3.26 -1.13 2.60 2.62 0.02
0 -1.56 -2.57 -1.02 2.53 2.67 0.14
90 -1.97 -2.45 -0.49 2.67 2.67 0.00

average -0.94 -0.01
standard deviation 0.30 0.13

10 -180 -5.56 -6.13 -0.57 1.87 1.75 -0.12
-90 -6.37 -6.56 -0.19 1.82 1.74 -0.08
0 -5.46 -5.42 0.04 1.87 1.77 -0.10
90 -6.05 -5.44 0.62 1.83 1.76 -0.06

average -0.02 -0.09
standard deviation 0.50 0.03

a Dihedral angle (degrees) defined by C1-Olink · · ·Owater-H2 where H2 is the noninteracting water hydrogen atom. In all cases, the water
H1-Owater bond vector is in the C1-Olink-C1′ angle plane and along the C1-Olink-C1′ bisector. b HF target energies have been scaled by
1.16, and distances have been shortened by 0.20 Å.

Figure 9. Energy as a function of Ψ for analogs of com-
pounds 7-10 (7O, 8O, 9O, 10O) in which the cyclohexane ring
has been replaced with a second tetrahydropyran ring. Φ )
+60° for compounds 7O (a) and 8O (b), and Φ ) -60° for
compounds 9O (c) and 10O (d). QM energies are represented
as crosses and MM energies (using dihedral parameters
developed on compounds 7-10) as solid lines.

Figure 10. Ψ/Ω potential energy surfaces for model com-
pounds 11 (top row) and 12 (bottom row) in the QM (first
column) and MM using fit parameters (last column) repre-
sentations. Energies are in kcal/mol with contours every 1
kcal/mol.
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the ability of the force field to reproduce intramolecular
geometries, thereby testing bond, angle, and dihedral pa-
rameters, with additional analysis of crystal cell volumes and
their relevance to the nonbonded parameters. Aqueous phase
simulations served to test the conformational properties of
the various glycosidic linkages, as determined by the dihedral
parameters, as well as the ability of the force field model to
capture aqueous solution density as a function of concentra-
tion. The results of these extensive simulations compared
favorably to the available experimental data, thereby serving
to validate the force field parametrization.

Crystalline Disaccharide Intramolecular Geometries
and Unit Cell Parameters. A comprehensive list of disac-
charides representative of the parametrized linkages was
simulated as infinite crystals using MD at constant temper-
ature and pressure to test the ability of the force field to
maintain intramolecular geometries and unit cell parameters.
This list of 16 compounds, taken from the Cambridge
Structural Database (CSD) of small molecules,61 included
disaccharides containing not only glucose as a component
hexopyranose monosaccharide but also allose, galactose, and
mannose (Table 9). Additionally, a number of the disaccha-
rides were O-methylated at the reducing end pyranose and/
or contained water molecules in the crystal unit cell, both
of which further tested the robustness of the force field.
Finally, in all cases the simulated unit cell contained at least
two independent disaccharide molecules, and a number of
the simulations had four independent disaccharides. Overall,
MD results of intramolecular geometries and unit cell
parameters tabulated by averaging over snapshots from the
trajectories and over the independent disaccharide molecules,
in the case of intramolecular geometries, were quite consis-
tent with the experimental values.

Errors in the disaccharide intramolecular geometries over
the entire set of 16 crystals were impressively small for bonds
and valence and dihedral angles involving the glycosidic
oxygen Olink (Table 10). Both bonds involving this atom had
average errors no larger than 0.01 Å, and the spread in errors,
as judged by the standard deviation in the errors, was also

quite small, reflecting the fact that these bond lengths were
well reproduced across the entire set of crystals. The situation
was similar for valence angles, with all average errors for
valence angles being less than 1.5° and having similarly small
standard deviations in the errors. Of particular note is the
C1-Olink-Cn′ valence angle with an average error of only
-0.3°. Parameters for this angle were from careful param-
etrization aimed at reproducing not only the geometries of
minimum energy conformations of the disaccharide analog
model compounds 4-10 but also the distortion of this angle
with changing Φ/Ψ, including high-energy regions in the
MP2/cc-pVTZ//MP2/6-31G(d) QM surfaces (Figures 4, 5,
7, and 8). These parameters were directly used in the
simulations of the full disaccharides and, along with
C1-Olink-C6′ parameters transferred from linear ethers,
yielded good reproduction of this glycosidic link angle across
the full set of 1f1, 1f2, 1f3, 1f4, and 1f6 linked
disaccharides (Figure 11). Finally, Φ, Ψ, and Ω dihedral
angle values were well reproduced in the disaccharide crystal
simulations using the dihedral parameters developed on
model compounds 2-12 (Table 10).

Disaccharide crystal unit cell geometries and volumes were
also tabulated from the MD simulations of the systems in
Table 9 and were in good accord with the experimental
values (Table 11). The crystal unit cell length parameters A,
B, and C were well maintained for 15 of the 16 simulated
systems. In those systems where the crystal unit cell angle
parameter � was not 90°, it was allowed to vary during the
simulation, and in all of the 9 total systems for which this
was the case, � stayed close to the crystallographic value.
The outlier with regard to the crystal unit cell parameter data
was R,R-allo-trehalose trihydrate (YOXFUG). This case is
the most challenging in the entire set in that it is a trihydrate
with six molecules of water and two of the disaccharide in
the unit cell. Furthermore, it is the only crystal in the set to
have P1 symmetry, thus, all three angular unit cell parameters
R, �, and γ were allowed to vary unconstrained during the
simulation, whereas all other crystals had at most one
unconstrained angular parameter (�) (Table 11). It is
important to note that unit cell volumes are systematically
overestimated across the entire set of compounds, a trend
that has been noted in prior parametrizations of cyclic19 and
linear carbohydrates.20 As noted in these prior works, this
likely is a reflection of the difficulty in applying nonbonded
parameters developed from simulations of neat liquid alco-
hols19 to the highly directional hydrogen-bonding networks
in crystals. Also as noted in these prior works, when used
in aqueous simulations, the parameters give excellent repro-
duction of solution densities, as discussed next.

Solution Densities. Aqueous solutions at various concen-
trations of different disaccharides were simulated under the
experimental conditions of 298 K and 1 atm to calculate
densities (eqs 5 and 6), which compared favorably with
experimental values across all solutes. For all disaccharides
and densities, the calculated solution densities are in good
agreement with the experimental solution densities, with all
errors within 1.5% (Table 12). For the 15 aqueous solutions
that were simulated, the average total error in the densities
is 0.85%, and the average total absolute error is 1.10%.

Table 8. Optimized Geometries for Model Compounds 11
and 12 in the MP2/6-31G(d) QM and MM Representations

model
compound

valence angle/
dihedral angle/
bond lengtha QM MM MM-QM

11 C1-Olink-C6′ 111.5 111.2 -0.3
Olink-C6′-C5′ 107.1 107.6 0.5
C6′-C5′-Oring 110.5 110.4 -0.1
C6′-C5′-C4′ 113.5 114.3 0.8
Ψ 178.9 179.3 0.4
Ω -170.8 -169.7 1.1
Olink-C6′ 1.420 1.424 0.004
C6′-C5′ 1.525 1.510 -0.015

12 C1-Olink-C6′ 111.4 111.1 -0.3
Olink-C6′-C5′ 107.6 107.8 0.2
C6′-C5′-Oring 105.1 106.8 1.7
C6′-C5′-C4′ 113.2 113.1 -0.1
Ψ 179.3 179.5 0.2
Ω 177.7 177.8 0.1
Olink-C6′ 1.418 1.424 0.006
C6′-C5′ 1.515 1.504 -0.011

a Valence and dihedral angles are in degrees, bond lengths are
in Å.
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Moreover, the force field model is able to reproduce
experimental results both for dilute and concentrated solu-
tions. Specifically, for simulations of dilute aqueous trehalose,
cellobiose, gentiobiose, and melibiose ranging in concentra-
tion from 0.1 to 0.3 mol/kg, errors range from 0.87 to 1.48%.
For simulations of concentrated maltose, with concentrations
between 1.5 to 2.6 mol/kg, errors range from -0.26 to
-1.07%. For the most concentrated system, 2.6 m maltose,
nearly one-third of the atoms in the system belong to solute
molecules. As a result, there is significant direct contact
between solute molecules, and it is not entirely surprising
that the density is somewhat underestimated given that in
the limiting case in which there are no water molecules, i.e.,

crystalline disaccharides, densities are systematically under-
estimated. More important though is that for all the aqueous
systems, errors in density lie within a relatively small
window, and the results are quite favorable given the 25-
fold difference in concentrations between the most dilute
versus the most concentrated systems studied.

Disaccharide Conformational Properties in Aqueous
Solution. Karplus-type equations have previously been
developed for both vicinal 13C-1H and 13C-13C spin
couplings to relate the observed three-bond coupling constant
values 3J to dihedral angle values in the glycosidic linkage
(see Methods Section).57-59 Such equations provide a means
of comparing the conformational properties of the glycosidic
linkage in the MD simulations of disaccharides in water to
the NMR observables. Consequently, they can be used to
help validate the dihedral parameters developed using gas-
phase MP2/cc-pVTZ//MP2/6-31G(d) QM data from model
compounds when applied to full disaccharides in aqueous
solution.

The selection of disaccharides for MD J-coupling studies
was based on the availability of experimental data as well
as the desire to test all the different dihedral parameters. As
described above, separate glycosidic dihedral parameters
were developed for 1f1 linkages (model compounds 4-6;
“category 1”), for 1f2, 1f3, and 1f4 linkages (model
compounds 7-10; “category 2”), and for 1f6 linkages
(model compounds 2-3 and 11-12; “category 3”). Accord-
ingly, disaccharides were chosen that fell into each of these
three categories: R,R-trehalose was used to test category 1

Table 9. Disaccharide Crystals

CSD accession
code common name

nonreducing
end pyranose

reducing end
pyranose linkage

linkage
geometrya

no. of
disacsb

no. of
water

moleculesb

DEKYEX R,R-trehalose R-glucose R-glucose R(1f1)R aa 2 0
TREHAL01 R,R-trehalose dihydrate R-glucose R-glucose R(1f1)R aa 4 8
YOXFOG R,R-allo-trehalose trihydrate R-allose R-allose R(1f1)R aa 2 6
YOXFUM R,R-galacto-trehalose R-galactose R-galactose R(1f1)R aa 4 0
TIQDUS R,�-trehalose monohydrate R-glucose �-glucose R(1f1)� ae 2 2
FABYOW10 R-mannose R-1-O-methyl-mannose R(1f2) aa 2 0
RESMOR R-mannose �-1-O-methyl-glucose R(1f2) ae 4 0
MOGLPR methyl R-nigeroside R-glucose R-1-O-methyl-glucose R(1f3) ae 2 0
MALTOS11 �-maltose monohydrate R-glucose �-glucose R(1f4) ae 2 2
MMALTS methyl �-maltoside monohydrate R-glucose �-1-O-methyl-glucose R(1f4) ae 4 4
MELIBM10 R-melibiose monohydrate R-glucose R-glucose R(1f6) ae 4 4
SOPROS R-sophorose monohydrate �-glucose R-glucose �(1f2) ee 4 4
WAGBOV methyl �- laminarabioside monohydrate �-glucose �-1-O-methyl-glucose �(1f3) ee 4 4
BLACTO �-lactose �-galactose �-glucose �(1f4) ee 2 0
CELLOB02 �-cellobiose �-glucose �-glucose �(1f4) ee 2 0
GENTBS01 �-gentiobiose �-glucose �-glucose �(1f6) ee 4 0

a Indicates the configuration at the ring carbons involved in the glycosidic linkage. For example, “ae” indicates that the glycosidic linkage
ring carbon on the nonreducing end pyranose has the glycosidic linkage directed axially, while the ring carbon on the reducing end
pyranose has it directed equatorially. b Number of molecules in the unit cell used for MD simulation.

Table 10. Crystalline Disaccharide Internal Geometriesa

C1-Olink Olink-Cn′ C1-Olink-Cn′ Oring-C1-Olink C2-C1-Olink Olink-Cn′-Cn+1′b Olink-Cn′-Xc Φ Ψ Ωd

average error 0.008 0.002 -0.3 0.7 0.9 0.6 1.3 -0.8 -3.9 -3.1
standard deviation

of errors
0.008 0.012 1.4 1.2 1.2 1.5 1.2 6.0 8.2 n/a

a Data are from simulations of crystals listed in Table 9; MD data for a particular crystal were averaged over the independent
disaccharide molecules in the crystal as well as over the MD trajectory; bonds are in Å and valence and dihedral angles are in degrees.
b Data exclude MELIBM10 and GENTBS01 because these are 1f6 linked disaccharides. c X ) Oring′ for 1f1 linked disaccharides and
Cn-1′ for all others. d Data include only MELIBM10 and GENTBS01.

Figure 11. C1-Olink-Cn′ valence angle errors in MD simula-
tions of disaccharide crystals. Errors are calculated as the MD
value (averaged over the simulation and over all independent
disaccharides in the unit cell) minus the crystallographic value.
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linkage parameters; maltose and cellobiose was used to test
category 2 linkage parameters; and melibiose and gentiobiose

was used to test category 3 parameters. In addition to the
availability of recent NMR J-coupling data for these
molecules,62,63 the tested category 2 and 3 disaccharides
are representative of both R and � linkages, which is
important given that the same dihedral parameters are used
for a given type of linkage regardless of the chiralities at
the ring carbon atoms involved in the linkage. While category
2 encompasses 1f2 and 1f3 linkages as well as 1f4
linkages, the 1f4 linked molecules maltose and cellobiose
were chosen to represent this category because of their
biological significance. Although the set of disaccharides
does cover all of the dihedral parameters developed for
glycosidic linkages based on the conformational properties
of model compounds 2-12, it is worth noting that the
configuration at the carbon on the reducing-end monosac-
charide involved in the glycosidic linkage in all of these
disaccharides is equatorial, reflecting a lack of available
experimental data.

The referenced experimental glycosidic 3JCOCH coupling
constants for trehalose, maltose, cellobiose, melibiose, and
gentiobiose span the range of 2.36-4.75 Hz (Table 13).
Values for 3JCOCH calculated from the MD simulations are
representative of this range and correlate well with the
experimental data. Interestingly, depending on whether eqs
7 or 8 were used to convert the MD conformational data to
3JCOCH, the calculated values for a given dihedral in a given
simulation differ by as much as 0.86 Hz (cellobiose

Table 11. Crystalline Disaccharide Unit Cell Geometries and Volumes

A (Å) B (Å) C (Å) � (degrees)a volume (Å3)

expt MD % error expt MD % error expt MD % error expt MD % error expt MD % error

DEKYEX 12.97 13.16 1.5 8.23 8.15 -0.9 6.79 7.05 3.9 98.12 99.62 1.5 717.4 746.0 4.0
TREHAL01 12.23 12.36 1.1 17.89 17.94 0.3 7.60 7.85 3.3 90.00 90.00 1661.7 1740.7 4.8
YOXFOG 9.40 8.56 -8.9 11.03 11.26 2.0 9.15 10.35 13.1 96.8 96.5 -0.4 853.8 931.0 9.0
YOXFUM 11.07 11.13 0.5 18.28 18.91 3.4 6.87 6.85 -0.2 90.00 90.00 1389.6 1442.0 3.8
TIQDUS 9.77 10.05 2.8 8.58 8.13 -5.2 10.10 10.50 4.0 111.68 109.39 -2.1 786.0 808.1 2.8
FABYOW10 8.09 8.17 1.0 9.78 9.88 1.0 9.98 10.16 1.8 104.58 103.15 -1.4 763.0 797.5 4.5
RESMOR 9.38 9.32 -0.6 10.65 10.76 1.0 15.83 16.57 4.7 90.00 90.00 1580.4 1661.9 5.2
MOGLPR 6.59 6.90 4.6 13.24 13.73 3.7 9.45 9.23 -2.3 108.00 101.40 -6.1 784.1 853.2 8.8
MALTOS11 4.87 5.06 3.9 15.08 15.30 1.4 10.70 10.76 0.5 97.07 97.80 0.8 779.2 823.6 5.7
MMALTS 22.64 24.22 7.0 4.84 4.90 1.3 17.32 17.01 -1.8 117.3 120.7 2.9 1687.2 1736.9 2.9
MELIBM10 8.90 9.08 2.0 10.89 11.03 1.2 15.87 16.03 1.1 90.00 90.00 1538.5 1604.8 4.3
SOPROS 22.05 22.14 0.4 14.44 14.38 -0.4 4.87 5.03 3.5 90.00 90.00 1548.5 1603.3 3.5
WAGBOV 14.55 14.63 0.6 24.25 24.23 -0.1 4.94 5.07 2.7 90.00 90.00 1742.2 1798.0 3.2
BLACTO 10.84 11.03 1.8 13.35 13.55 1.5 4.95 5.06 2.2 91.31 86.43 -5.3 716.6 752.5 5.0
CELLOB02 10.97 11.07 0.9 13.05 13.35 2.3 5.09 5.14 0.9 90.83 91.22 0.4 728.8 758.6 4.1
GENTBS01 8.87 9.01 1.5 22.85 23.31 2.0 7.20 7.22 0.3 90.00 90.00 1459.1 1516.6 3.9

average 1.3 0.9 2.4 -1.1 4.7
standard

deviation
3.3 2.1 3.5 3.0 1.8

a Constrained to 90° in the simulation if equal to 90° in the experimental crystal, otherwise allowed to vary independently during the
simulation.

Table 12. Comparison of the Calculated and Experimental
Densities for Different Molal Concentrations of Trehalose,
Cellobiose, Gentiobiose and Mellibiosea

molality (mol/kg) Nsolute expt MD % error

trehalose + water64

0.106 2 1.011 1.024 1.29
0.159 3 1.018 1.029 1.08
0.210 4 1.024 1.034 0.98

cellobiose + water64

0.148 3 1.016 1.030 1.38
0.202 4 1.022 1.035 1.27
0.271 5 1.031 1.040 0.87

gentiobiose + water64

0.146 3 1.016 1.030 1.38
0.205 4 1.023 1.036 1.27
0.270 5 1.030 1.041 1.07

melibiose + water64

0.144 3 1.015 1.030 1.48
0.200 4 1.022 1.036 1.37
0.255 5 1.029 1.041 1.17

maltose + water65

1.465 29 1.144 1.141 -0.26
1.717 34 1.163 1.156 -0.60
2.626 52 1.216 1.203 -1.07

Average 0.85

a In 1 100 TIP3P waters at T ) 298 K and P ) 1 atm.

Table 13. 3JCOCH Coupling Constants (Hz)

3J(H1C1OlinkCn′) 3J(C1OlinkCn′Hn′)

disaccharide linkage expt62a MD eq 7 MD eq 8 expt62a MD eq 7 MD eq 8

trehalose R(1f1)R 3.19 (0.05) 2.54 2.72
maltose R(1f4) 4.12 (0.2) 3.87 4.44 4.68 (0.1) 4.35 5.08
cellobiose �(1f4) 4.08 (0.04) 3.15 3.51 4.75 (0.25) 4.83 5.69
melibiose R(1f6) 3.1 (0.4) 2.39 2.52 2.9 (0.4) 1.78/2.04b 1.75/2.10b

gentiobiose �(1f6) 2.68 (0.08) 2.50 2.67 2.36 (0.06) 1.87/2.01b 1.88/2.05b

a Experimental errors are in parentheses. b Data are for both protons on C6′.
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3J(C1OlinkCn′Hn′)). Furthermore, the variability of the calcu-
lated values can lead to underestimation when using one
equation and overestimation when using the other, as is the
case for both 3J(H1C1OlinkCn′) and 3J(C1OlinkCn′Hn′) for
maltose. Readers interested in further detail are directed to
ref 61 (Table 1), which summarizes both older and more
recent experimental and computed 3JCOCH values and shows
that for e.g., maltose, experimental data can vary by as much
as 2.2 Hz and computed data by 2.4 Hz depending on the
source. In the case of 3JCOCC values, the experimental data
are limited to cellobiose and gentiobiose (Table 14). The
reference data range from e0.5 up to 3.0 Hz, and both the
low and the high 3JCOCC are faithfully reproduced by
the simulations. The overall closeness of the calculated data
to the experimental data across all compounds, especially
taking into account the inherent uncertainties introduced
by using empirical equations to convert observed MD
conformational data to NMR 3J values, suggests the force
field parameters are properly reproducing the true aqueous
solution conformational behavior of this variety of gly-
cosidic linkages.

Conclusions

The present work extends the developing CHARMM all-
atom additive force field for carbohydrates19,20 to hexopy-
ranose glycosides. The newly developed and validated
parameters allow for the modeling of all possible 1f1, 1f2,
1f3, 1f4, and 1f6 linkages between hexopyranoses as
well as O-methylation at the C1 position. The parameter
development protocol and the force field functional form are
consistent not only with recent CHARMM carbohydrate
parametrizations19,20 but also with the CHARMM all-atom
additive force fields for proteins, nucleic acids, and lipids;
the parameter set is, therefore, an extension of the CHARMM
all-atom additive biomolecular force field. Given the com-
prehensive coverage of glycosidic linkages and the compat-
ibility with other CHARMM biomolecular force fields, the
presented force field is expected be of utility for the
simulation of linear, cyclic, and branched hexopyranose
glycosides in solution, including in heterogeneous systems
that include proteins, lipids, and/or nucleic acids.

The present work has focused on the development of a
highly optimized force field for the glycosidic linkages
between hexopyranoses, with validation focusing on disac-
charide crystalline intramolecular geometries and unit cell
parameters, solution densities, and conformational properties
in aqueous solution. Preliminary data on dynamic properties
such as diffusion coefficients and NMR relaxation rates show
promise with regard to experimental results, and a thorough

analysis of simulated dynamic properties and existing
experimental data is under preparation.
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Wiórkiewicz-Kuczera, J.; Yin, D.; Karplus, M. J. Phys. Chem.
B 1998, 102, 3586.

(25) MacKerell, A. D., Jr.; Feig, M.; Brooks, C. L., III. J. Comput.
Chem. 2004, 25, 1400.
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Abstract: The smooth particle mesh Ewald summation method is widely used to efficiently
compute long-range electrostatic force terms in molecular dynamics simulations, and there has
been considerable work in developing optimized implementations for a variety of parallel computer
architectures. We describe an implementation for Nvidia graphical processing units (GPUs) which
are general purpose computing devices with a high degree of intrinsic parallelism and arithmetic
performance. We find that, for typical biomolecular simulations (e.g., DHFR, 26K atoms), a single
GPU equipped workstation is able to provide sufficient performance to permit simulation rates
of ≈50 ns/day when used in conjunction with the ACEMD molecular dynamics package1 and
exhibits an accuracy comparable to that of a reference double-precision CPU implementation.

I. Introduction

Atomistic molecular mechanics simulations are widely used
in the study of a range of biomolecular and inorganic
molecular systems. However, the O(N2) scaling of the
electrostatic interactions, combined with the explicit time step
scheme, make it challenging to access the microsecond time
scale. To reduce the computational cost, the contribution of
longer-range interactions is typically approximated by using
a scheme with more favorable scaling properties, such a
derivative of the Ewald summation method.2 The smoothed
particle mesh Ewald summation (SPME),3 which scales with
O(Nlog N) is perhaps the most widely used of these methods
in popular MD packages.

Production molecular dynamics (MD) simulations are
typically performed on highly parallel multiprocessor or
cluster supercomputers. Parallelization of the directly cal-
culated nonbonded electrostatic interactions may be ef-
ficiently achieved by using spatial decomposition methods,
such as the neutral territory schemes of Bowers et al.4 as

only local neighbor communication is required. Paralleliza-
tion of the PME method is more challenging because of the
long-range communications pattern required by the 3D
Fourier transform step, and consequently, the development
of efficient implementations remains an active topic of
research.5,6

Due to the computing resources required to perform MD
simulations, there has been considerable research into
accelerating the computation by using, for example dedicated,
specialized hardware7 or commodity, high-performance
accelerator processors.8 In recent years, commodity graphics
processing units (GPUs) have acquired nongraphical, general
purpose programmability and have undergone a doubling of
computational power every 12 months. Of the devices
currently available on the market, those produced by Nvidia
offer the most mature programming environment, the so-
called compute unified device architecture (CUDA),9 and
have been the focus of the majority of investigation in the
computational science field.

Several groups have lately shown results for MD codes
which are accelerated by use of CUDA capable GPUs, for
example,10-14 and it has been recognized that high-
performance, low-cost GPU accelerated molecular dynamics
simulations could have a significant practical impact in the
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field of in silico drug discovery.15 In recent work, we
presented ACEMD, a MD package designed to run on high-
performance Nvidia GPUs.1,16 ACEMD exhibits performance
comparable to clusters of ≈100-200 CPUs and enables
microsecond scale simulations on a single GPU equipped
workstation, representing a significant improvement in the
accessibility and cost-efficiency of MD simulation. A
principal feature of ACEMD is its SPME treatment of long-
range electrostatic terms as this is generally considered a
requirement for production quality biomolecular simulations.

In this paper, we focus on the GPU implementation of
the SPME scheme used in ACEMD and discuss the resulting
performance.1 The SPME calculation is performed on a
single GPU but utilizes the device’s massive intrinsic
parallelism, necessitating significant modification of the
implementation in comparison to a serial or parallel block
decomposed version for conventional CPUs.

II. Algorithm and Implementation

A. The SPME Method. The SPME method of Essman
and co-workers17 is an efficient scheme for computing long-
range electrostatic forces which exhibits improved O(Nlog
N) scaling in comparison to the O (N2) scaling of standard
Ewald summation, differing from the latter in the use of
interpolation and the 3D FFT in computing the reciprocal
space summation.

The electrostatic interaction energy of an N particle system
is given by the sum of the pairwise Coulombic interactions:

where qi is the charge of the ith particle and rij the distance
between the ith and jth particles. The traditional Ewald
summation method re-expresses E as the sum of three
potentials E ) Edir + Erec + Eself, where Edir is summed over
all pairs in real space, Erec is summed in reciprocal space,
and Eself is a corrective term representing the self-energy of
the system. These three potentials are defined as

where erfc(x) is the complementary error function erfc(x) )
1 - erf(x), � is the Ewald parameter, mb ) (m1, m2, m3) are
the reciprocal space lattice vectors, and V is volume of the
unit cell in reciprocal space. S(mb) is the lattice structure
factor, given by

The SPME method approximates this with

where bi(mi) are Euler exponential splines given by

for R ) 1, 2, 3. F(Q) is the discrete Fourier transform of the
3D matrix Q of dimension K1 × K2 × K3 which is given by

where ubi is the scaled fractional coordinate of particle i within
the bounds 0 e ui

R e KR. Mn is the cardinal B-spline of order
n. The summations are over all integers pR in the range 0 e
pR < KR. Cardinal B-splines have the following recursive
form:

for n g 2. For n ) 2, M2(u) ) 1 - |u - 1| for 0 e u e 2
else M2(u) ) 0. B-splines have compact support, and the
effect of applying Equation 8 is to ‘spread’ each charge qi

out over a cubic volume of n3 elements of Q.
The approximate reciprocal space energy sum Ẽrec can be

re-expressed as the convolution:

where

and B and C are the arrays given by

From which the per particle forces may be derived by
differentiation with respect to rbi. As Q is continuously
differentiable n - 2 times with respect to the particle
positions, and θrec is independent of the particle positions,
the atomic force terms are given by

B. Nvidia GPU Architecture. Contemporary GPUs pro-
duced by Nvidia Corp. are general purpose, single program

E ) ∑
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(6)
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1
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KR-1
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(10)

θrec ) F(B × C) (11)
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multiple data (SPMD) processing units with a high degree
of intrinsic parallelism and arithmetic performance, for
example, over 30K execution threads may run concurrently
on the Tesla C1060 device, with a peak arithmetic rate of
e933 single precision GFLOPS. These devices are composed
of a set of independent multiprocessors, each of which
contains eight scalar cores. A scalar program fragment,
known as a kernel may be run concurrently in a block of
threads in parallel warps of 32 threads. Each block is
restricted to executing on a single multiprocessor. Multiple
independent blocks may be executed concurrently across the
device in a grid.

Threads within a common block may intercommunicate
via a small 16 kB region of in-core shared memory. Each
multiprocessor has a large register file of which each thread
receives a private, static allocation. The total number of
threads, which may execute on a multiprocessor, and thus,
the degree of parallelism, is dependent on the register
resources required by each individual thread and also on the
shared memory required by the block. Current devices
support up to 1 024 threads and up to 8 blocks per multi-
processor.

Multiprocessors are grouped together on a single package
and share a high-bandwidth link to external DRAM, known
as global memory. Access to this memory is uncached and
so is particularly costly, although the interleaved execution
of warps acts to mitigate the cost of this latency.

The current programming model for these GPUs is CUDA,
a C-like language with type qualifier extensions for indicating
data locality and a special function call syntax for specifying
the parallelism of a kernel invocation. An associated API
provides functions for managing GPU host memory alloca-
tion and transfer. CUDA code is compiled to an intermediate
byte code which is interpreted at runtime, providing forward
compatibility with future device architectures.

For further details on device capabilities and programming
model, the reader is referred to the CUDA SDK documenta-
tion.9

C. SPME Implementation. The implementation of SPME
has two distinct components: the real space evaluation of
the pairwise Edir term and the reciprocal space evaluation
Ẽrec. The evaluation of the former is trivially implemented
into an existing nonbonded electrostatic force computation
program with a change of potential function,1 and we do
not discuss this further. Ẽrec, however, involves several
different computational steps, and its calculation frequently
becomes the limiting step in parallel molecular dynamics
simulations.6,18

In this section, we describe in detail the implementation
of the computation of Ẽrec using CUDA. Neither part of the
computation is performed by the host CPU nor is it necessary
to transfer any state between the GPU and host memory. In
this way the performance of the code is entirely dependent
upon the specification of the GPU.

The calculation of Erec may be divided into five steps,
which we summarize below before describing their imple-
mentation:

(1) Charge spreading: Spreading of charges on to the array
Q (eq 8). The scaled fractional coordinates of each particle

are calculated, and the Q array is populated with n3 terms
computed from the B-spline coefficients Mn(ui

R - j), where
i ) 1, ..., N, R ) 1, 2, 3 and j ) 0, ..., n.

(2) 3D fast Fourier transform (FFT): Real-to-complex 3D
FFT in place transformation of Q into reciprocal space.

(3) Energy computation: Application of eq 10 in reciprocal
space to compute terms for Ẽrec. Q is replaced by the product
of itself with array B and C, as defined in eqs 12 and 13.

(4) 3D FFT: Computation of the convolution θrec (eq 11)
through a complex-to-real 3D FFT of the array resulting from
step 3.

(5) Force computation: real space computation of per atom
force terms δẼrec/δri

R by multiplication with δQ/δri
R (eq 14).

Charge Spreading. In this step, each charge qi is mapped
to a site on the real space PME grid at a location determined
by particle scaled fractional coordinates rbi. The charge is then
distributed over points in a surrounding volume according
to eq 8. The volume of the spreading region is dependent
on the order n of the cardinal B-spline. For n ) 4, typically
used in production simulations, each charge is spread over
n3 ) 64 grid points.

This spreading is straightforward to do in a serial
implementation but poses a significant challenge when
performed with fine-grained parallelism. A naı̈ve implemen-
tation, which used one thread to map the spread of each
individual charge onto the grid, would encounter synchro-
nization problems when different threads attempt to ac-
cumulate charge on the same grid location, thus, necessitating
the use of thread safe atomic memory operations.23 However,
as only integer atomic operations are supported on current
hardware, either the floating point atomic operations must
be emulated using an atomic compare-and-set loop construct
or the charge spreading must be altered to use fixed precision
arithmetic. Furthermore, in order to achieve acceptable
performance from the uncached GPU memory subsystem,
it is necessary for the threads within a block to perform
memory accesses to contiguous address ranges. The naı̈ve
approach has an essentially unordered memory access
pattern, leading to poor performance.

Rather than performing a charge spreading, a per grid point
gather is used instead. This is conducted in three steps which
we term placement, accumulation, and oVerflow. First, each
particle is mapped to a grid location, and its charge and
position are recorded in a three-dimensional array. At the
PME grid sizes and system densities typical of biomolecular
simulation, this array is 90% sparse. Nevertheless, because
the placement is performed in parallel, one particle per thread,
the setting of elements within this array must still be
performed atomically using the global memory atomic
operation primitives in order to prevent access conflicts. Each
grid site is permitted to hold a single charge; additional
charges are placed in a simple list referred to as the overflow
list.

Second, a separate kernel is used to sum the charge at
each grid point by finding the contributions from all charges
within the surrounding n3 points (Figure 1). This kernel is
executed in a block of K1 threads which operates on a single
full grid width stencil along the mx vector. Each thread i
accumulates the charge for the ith grid point in the row. Each
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thread loads in turn the n2 surrounding points in the y, z plane,
and, if containing a particle, the associated 3n spline terms
Mn(ui

R - j) (for R ) 1, 2, 3, j ) 0, ..., n) are computed and
placed into shared memory where they may be accessed by
other threads.

This use of shared memory reduces the number of global
memory accesses by a factor of n and has a memory access
pattern favorable for the hardware. Although this method
requires each set of spline terms to be computed n2, the
arithmetic cost of the calculation is sufficiently low to make
their recomputation preferable to loading them from a
precomputed table in global memory.

Lastly, the charges in the overflow list are spread onto
the grid using both the naı̈ve method described initially and
the floating point atomic memory operations synthesized with
an atomic integer compare-and-set loop construct. Although
this processing is slow, it is much faster than a second
iteration of the gathering kernel.

One consequence of the use of the per-grid-point gather
is that the scaling characteristic of the charge griding phase
changes from O(N) to O(K3).

3D FFT. 3D FFTs are performed using the CUDA cuFFT
library.19 Although this library provides 3D FFT routines,
the current version (version 2.2) shows poor performance.

Consequently, we implement the multidimensional FFT
explicitly using three sets of orthogonal 1D transforms. The
transforms are interleaved with in-place transpositions of the
charge array Q, which is necessary to satisfy the contiguous
memory layout of the input data required by the FFT library.

Energy Computation. The b(mi) and exponential terms for
the Euler exponential splines (eq 7) are precomputed once
and stored in the GPU’s constant memory. This is a small
(64 kB), read-only region of global memory that has cached
read access for reduced access latency. Calculation of the
product of the transformed Q with B × C (eq 11) is then
performed in place using a kernel that computes one column
of values along mz per thread. When required for diagnostic
output, energy terms can be accumulated in a separate buffer,
and the sum transferred back to the host.

Force Computation. The computation of δẼrec/δri
R is

performed using a kernel which operates on a single particle
per thread. The 3n spline terms Mn are again computed, along
with the first derivatives M′n, once the per particle and n3

force terms are computed as per eq 14. Because the particle
distribution is essentially unordered, memory accesses are
uncoalesced, but the kernel is sufficiently simple to permit
a large number of threads per block, effectively hiding the
memory access latency.

III. Discussion

A. Performance. The performance was also measured on
production simulations of models of dihydrofolate reductase
(DHFR) (62 × 62 × 62 Å3, 23 558 atoms) and apoA1 (108
× 108 × 78 Å3, 92 224 atoms), two protein systems
commonly used for benchmarking exercises.1 The DHFR
and apoA1 models are typical of the scale of system routinely
simulated using all-atom biomolecular mechanics with 1
million atom simulations of complete virions (e.g., the
satellite tobacco mosaic virus, STMV)20 at the far extreme,
representing a range of simulation cell sizes from ≈
603-2203 Å3. We determine the practical performance in
timesteps/day achievable with production simulation param-
eters and ACEMD, as shown in Table 1.

ACEMD is a parallel code able to distribute all other
aspects of an MD simulation (bonded, nonbonded force
terms, etc.) over multiple GPUs and, in practice, the PME
computation represents the performance-limiting critical path
in simulations over this range of sizes, making the optimiza-
tion of the PME implementation essential for best performance.

To more closely assess the performance characteristics of
the code, it was tested over a range of synthetic cubic input
systems constructed with linear dimension in the range of

Figure 1. Charge-spreading phase in the real space charge
grid. For efficient implementation, the charges are gathered
to each grid point (shown as cells for clarity) for a spline order
of n, each grid point receives charge terms from n3 neighbor-
ing points (red dashed region indicates the cubic charge
import region for the yellow (light-gray) point Q(n, y, z). The
charge gathering computational kernel operates in (Ky, Kz)
blocks of Kx threads, each block calculating charge terms for
a whole x row of the grid. Each thread loops over the n2

neighbor cells in the y, z plane (blue/dark-gray region),
calculating in turn the 3n B-spline terms Mn, corresponding
to any charge located in the cell and accumulating the charge
contribution for its cell. The spline terms are held in shared
memory, allowing each thread to reuse the values computed
by its neighbors for computing charge contributions from the
adjacent (n - 1) y, z planes.

Table 1. Performance of the PME Code in the Parallel MD
Program ACEMD (Running on Three GTX280 GPUS) for a
Range of Model Sizes Using Production Parameters of
B-spline Order n ) 4 and Timestep ) 4 fsa

model atoms
PME grid

size 106 timesteps/day ns/day

DHFR 26K 65 12 49
ApoA1 92K 108 2.7 11
STMV 1M 220 0.17 0.69

a STMV performance estimated from timings given in Figure 3.

2374 J. Chem. Theory Comput., Vol. 5, No. 9, 2009 Harvey and Fabritiis



16 e lsim e 256 Å and with a random uniform distribution
of particles with number density FN of 0.1 atoms Å-3,
representative of the sizes and density of biomolecular
systems of interest.

Execution times, Tkernels, for each individual kernel were
recorded using the standard CUDA runtime profiling tool.
The total execution wall time, TPME, was measured from start
to finish and so includes all additional host(CPU)-side
overhead.

KR were initially chosen to be equal to int(lsim), as is
commonly used in production MD simulations. For each
synthetic system size, 100 iterations were performed, each
with a different random particle distribution in order to
characterize the sensitivity of the implementation to fluctua-
tions in the distribution (Figure 2a).24

For large K, TPME exhibits cubic scaling with respect to
the PME grid dimension (dashed lines in Figure 3), corre-
sponding to a broadly linear scaling with respect to particle
number. However, for small grid sizes and particle counts,
K < 50, there is insufficient available parallelism to fully
occupy the GPU resources. This can be seen more clearly
in the component kernel timings in Figure 2 (a and b), most
prominently in the coordinate scaling, and in the energy
calculation and overflow list kernels. In the case of the first
two, the kernels are computationally simple, and a high
thread occupancy may be achieved, e.g., the coordinate
scaling kernel may run 15 360 threads (512 threads/
multiprocessor) simultaneously, corresponding to a test
system size of K ) 53. For smaller systems, there is
insufficient parallelism to fully occupy the GPU, and the
execution time of the kernel is weakly dependent on system
size; all blocks may be spread out across multiprocessors
and executed completely in parallel. At K ) 53, the GPU is
fully subscribed, and a step in the execution time can be
seen, indicating that some multiprocessors have now to
process a second block. After this point, the execution time
scales approximately linearly with particle count as subse-
quent step changes are much less significant owing to
divergence between the work executing on the separate
multiprocessors.

In the case of the overflow and charge placement kernels,
a significant variation in runtime is observable; this arises
from collisions between atomic operations of different
threads. The synthesized floating point atomic operations
used in the overflow kernel are much more sensitive to
collisions as they use a looping construction that may make
several accesses to global memory. Because a warp of threads
is executed synchronously, it requires only one thread to
suffer an unfavorable memory access for the execution time
of the entire block to increase.

For the charge accumulation and energy calculation
kernels, the number of threads per block is directly related
to K1. Initially, several blocks may run concurrently per
multiprocessor, but as K1 increases, the occupancy falls.

We use the Nvidia-supplied CUDA FFT library. As is
characteristic of the FFT algorithm, the computational cost
is highly sensitive to the prime factorization of the input

Figure 2. Execution times for the individual GPU kernels given as a function of the linear dimension of a cubic simulation cell
for a constant system number density of 0.1Å-3. FFT timing includes both forward and reverse 3D FFT steps. (a) Shows timings
for the case of the PME grid having linear dimension K ) int(lsim). (b) Timings are given for optimized K, where K g int(lsim), as
determined by the method given in the main text. Error bars indicate σ2.

Figure 3. TPME timing showing the effect of varying the PME
grid size for a fixed system size K and the B-spline order n.
Magenta (circles) and red (triangles) lines show timings for
optimized PME grid dimensions with a spline order of 4 (red)
and 6 (magenta) for the DHFR model. Dashed lines show
cubic fits for lsim > 40. For the green (squares) and blue
(diamonds) lines, the simulated systems are of constant size
(26K atoms DHFR and 92K apoA1 benchmarks, respectively),
and the ordinal indicates the PME grid dimension K.
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dimension (Figure 2a). For this reason, some PME imple-
mentations, such as that of Desmond21 are designed to use
only specific grid sizes (2n in that case). However, for the
relatively small systems (O(100K) atoms) that ACEMD is
intended to simulate, this would be quite restrictive. There-
fore, for each lsim, we select a modified K in the range lsim e
K e 1.5 lsim such that TPME is minimized. By selecting for
the minimum TPME, rather than just minimum FFT cost, we
compensate for the increased runtime of components of the
implementation which are sensitive to the FN and K of the
input. Tkernels for these optimized dimensions are shown in
Figure 2b, and TPME is shown in Figure 3. The sawtooth
pattern of the charge placement and overflow kernels are
indicative of atomic operation collisions, the probability of
them occurring dropping as K becomes larger than int(lsim).

Because the accumulation and energy kernels operate
preferentially along one dimension of the PME grid, we test
the sensitivity of the implementation to the orientation of
the input for cuboid systems. Figure 4 shows the execution
time for synthetic input systems of constant FN, varying each
dimension lR (for R ) 1, 2, 3) in turn in the range 0.5 lsim e
lR e 2 lsim for lsim ) 64 128 and using the predetermined
‘optimized’ grid dimensions. While there are differences
between the three variations, reflecting differing grid sizes
and multiprocessor occupancies, we conclude that these are
insufficiently large to require care over the orientation of
the input system.

Finally, we consider the effect of the spline interpolation
order on performance. When optimizing the SPME param-
eters for production MD simulations, it is not unusual to
reduce grid size and increase the spline interpolation order
to optimize performance or control accuracy. We tested the
performance impact of these changes using two commonly
used biomolecular benchmarks - DHFR (26K atoms) and
apoA1 (92K atoms). In each case, the PME grid size was
varied between 0.5 lsim < KR < 2 lsim, and the timings were
taken (Figure 3, green (squares) and blue (diamonds) lines).
It can be seen that TPME is minimal at approximately KR )

0.6lsim, increasing for smaller grids as the overflow list
processing becomes significant. However, increasing the
interpolation order to six significantly increases the execution
time of the charge accumulation (Figure 3, magenta line)
and no performance increase is yielded.

B. Accuracy. The GPU code exclusively uses single
precision floating point arithmetic and, thus, operates at a
reduced precision in comparison to a typical double precision
CPU code. To quantify any reduction in accuracy, we
compared the force terms produced by the GPU code (using
ACEMD)1 with a reference double precision CPU code
(NAMD)22 when performing the joint Amber-Charmm
DHFR benchmark. The relative error of the reciprocal force
terms, |FNAMD| - |FACEMD|/|FNAMD|, was found to be 10-5,
significantly below the 10-3 generally considered the ac-
ceptable maximum for relative error in the force terms for
biomolecular simulation.21 As such, we consider single
precision arithmetic to be adequate for production simulation.

For long simulations in the NVE ensemble in which energy
conservation is important, the code could be converted to
use the double precision arithmetic capabilities of the latest
GPUs. As this would incur a significant performance penalty
(up to ≈ 8 times slower) and is not presently necessary for
our work. This remains an area for future investigation.
Furthermore, a double precision version of the cuFFT library
is not yet available (as of CUDA 2.2).

Further data on the accuracy of benchmark MD simula-
tions performed with PME in conjunction with ACEMD are
given in Section IV of ref 1.

IV. Conclusions

We have implemented the smooth particle mesh Ewald
method on Nvidia GPU hardware using the CUDA program-
ming language. The implementation has been integrated into
ACEMD,1 permitting all-atom biomolecular simulations with
long-range electrostatics to be fully accelerated on GPU
devices with an accuracy comparable to a reference double
precision CPU implementation. On contemporary hardware,
a high level of performance is observed, commensurate with
molecular dynamics simulation rates between 100 ns/day for
systems of a few thousand atoms and 1 ns/day for one million
atom systems, when used within ACEMD.
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Abstract: Structural and spectroscopic properties of the X2 NO series of radicals, with X ) F,
Cl, Br, I, have been computed by the coupled cluster ansatz in conjunction with hierarchical
series of basis sets, accounting for, in most cases, core correlation effects and extrapolation to
the complete basis set limit. Namely, equilibrium structures, vibrational frequencies, and hyperfine
coupling constants have been considered. Methods rooted into the density functional theory
have been used to estimate anharmonic and, in conjunction with the polarizable continuum
model, environmental effects. The remarkable agreement with the available experimental data,
limited to the lighter member of the series, confirms the reliability of our computational approach
and suggests that the data for heavier species represent reliable benchmarks for future
experimental data and/or cheaper computational methods devised for larger systems.

I. Introduction

Because of their remarkable stability and strong localization
of the unpaired electron on the NO moiety, nitroxides are
among the most widely employed and carefully studied
classes of organic free radicals (see for example refs 1 and
2). In particular, substituent effects on the geometry,
electronic structure, and reactivity of nitroxides have been
investigated in deep detail in a number of experimental and
theoretical studies.3-6 However, a systematic study of
halogen substituents is still lacking in spite of the remarkable
interest it could have from both fundamental and application
points of view.

Substituent effects on the magnetic properties of nitroxide
radicals can be either direct (i.e., related to polarization or
electron transfer) or indirect (i.e., related to changes of
hybridization issuing from pyramidalization of the nitrogen
environment). Sometimes these two effects influence the
value of the magnetic properties (especially isotropic hy-

perfine couplings) in opposite directions, making more
difficult the interpretation of the experimental results. For
instance, the presence of halogen substituents on the nitrogen
atom increases the nitrogen isotropic hyperfine coupling
constants because of the effect of the electron-acceptor power
of halogen groups, but this is more than compensated by
the pyramidalization of the NO moiety. Analogous effects
can be observed on infrared spectra since delocalization of
the singly occupied molecular orbital (SOMO) leads to an
increase of the NO force constant because of its antibonding
nature. It is thus clear that a systematic theoretical study
employing reliable quantum mechanical (QM) approaches
can provide invaluable information to complement and
interpret spectroscopic results.

Concerning specifically halo-nitroxides, only F2NO is
experimentally well characterized,7-9 which is much more
pyramidal than its hydrogen (H2NO) analogue. Also from a
computational point of view, only F2NO has been analyzed
in detail and at high level of theory till now (see ref 10 and
references therein). We report in the following a thorough
computational study of the whole series of dihalogen
substituted nitroxides, which, together with providing refer-
ence data for forthcoming experimental studies, has allowed
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also the unraveling of a number of interesting magneto-
structural relationships.

II. Methodology

A. Equilibrium Structure. In the present investigation,
we have thoroughly investigated the electronic ground state
of the X2NO systems, which is 2A′ for all the species
considered, and where X is an halogen atom, fluorine,
chlorine, bromine, or iodine.

The coupled cluster (CC) method with single and double
excitations with a perturbative treatment of connected triples
[CCSD(T)]11 has mainly been used in the present study. The
variant denoted R/UCCSD(T)12 has been employed, which
is based on restricted open-shell Hartree-Fock (ROHF)
orbitals but spin unrestricted in the solution of the CCSD
equations. The coupled cluster model has been found to be
adequate for studying these open-shell systems as test
computations, carried out at the multiconfiguration self-
consistent field (MCSCF)13 level, showed that all the species
considered are well described by a single reference wave
function. Furthermore, nondynamical electron correlation
seems not to be particularly relevant; in fact, the coupled
cluster T1 diagnostic14 has been calculated to be in the range
of 0.019-0.024 for all radicals. This is also confirmed by
the D1(ROCCSD) diagnostic,15 which has been found lower
than 0.04 in all cases. For the lighter member of the series,
the full CC single, doubles and triples (CCSDT)16 model,
as well as the CCSDT(Q) approximation17 with a perturba-
tive treatment of quadruples on top of a CCSDT calculation,
have also been considered to test the influence of higher-
order excitations.

Correlation consistent-type basis sets have been used in
the present investigation. More precisely, the standard cc-
pVnZ (n ) T, Q, 5) bases18 have been employed for nitrogen,
oxygen, and fluorine, the tight-d augmented valence cc-
pV(n+d)Z basis sets19 (n ) T, Q, 5) for the chlorine atom,
and the cc-pVnZ-PP sets20 (n ) T, Q, 5) for bromine and
iodine. The latter ones are series of correlation consistent
basis sets in conjunction with small-core relativistic pseudo-
potentials that leave 25 electrons to be handled explicitly
for both Br and I. On the whole, these basis sets will be
denoted as VnZ (n ) T, Q, ...) in the text. The frozen core
(fc) approximation has been adopted in conjunction with the
above-mentioned series of bases.

For all the species considered, geometry optimizations
have been performed using numerical gradients, as imple-
mented in MOLPRO,21 except those at the CCSDT and
CCSDT(Q) levels, which have been carried out with the
MRCC package.22 For CCSD(T) geometry optimizations, the
step-sizes used were 0.0005 Å for bond lengths and 0.1
degrees for bond angles. A convergence criterion stronger
than the default one has been employed: both the maximum
component of the gradient and the maximum component of
the step have been constrained to be lower than 1.0 × 10-6

a.u.

To account for basis set truncation effects, since a
hierarchical sequence of bases has been considered, the
systematic trend of the optimized geometrical parameters can

be exploited to estimate the complete basis set (CBS) limit.
Making the assumption that the convergence behavior of the
structural parameters mimics that of the energy, the con-
solidated 1/n3 extrapolation form23 has been used to describe
the convergence of the correlation contribution. To obtain
extrapolated structures, the CBS limit value of the correlation
contribution has then been added to the HF-SCF CBS limit,
which is assumed to be reached at the HF-SCF/V6Z level

where

Even if this procedure is only empirically based, a few papers
available in the literature show its reliability.24

To take into account the effects of core-valence (CV)
electron correlation, which are expected to be important,
geometry optimizations have been carried out also including
all electrons in the correlation treatment. The weighted core-
valence correlation consistent cc-pwCVnZ (n ) T, Q) basis
sets25 (cc-pwCVnZ-PP26 for Br and I) have been used in
this step. These basis sets will be denoted as wCVnZ (n )
T, Q) in the following. Then, making use of the additivity
approximation, the core correlation corrections have been
added to the CBS limit of geometrical parameters

where r(wCVnZ,all) and r(wCVnZ,valence) are the geom-
etries optimized at the R/UCCSD(T)/wCVnZ level correlat-
ing all (except the 1s electrons of Cl) and only valence
electrons, respectively.

B. Spectroscopic Properties. Since electron spin reso-
nance (ESR) spectroscopy is one of the most important
experimental techniques for characterizing radicals, the
magnetic hyperfine coupling has been investigated. The
hyperfine interaction contains an isotropic contribution,
the so-called Fermi contact term, related to the spin density
at the nucleus,27 and an anisotropic contribution, denoted as
dipolar hyperfine coupling, which can be derived from the
classical expression of interacting dipoles.28 In particular,
the former determines the positions of ESR lines, whereas
the latter tunes spectral shapes depending on different
dynamical conditions. Therefore, we focus our attention on
the former.

The essential quantities to be calculated are the spin
densities at the nucleus of interest, and thus, the isotropic
hyperfine coupling constants (hcc) have been evaluated as
expectation values of the corresponding one-electron opera-
tor28 at the CCSD(T) level of theory in conjunction with
core-valence basis sets of triple- and quadruple-� quality,
possibly augmented by diffuse functions.29 More precisely,
computations at the CCSD(T)/CVnZ (n ) T, Q) and
CCSD(T)/aCVnZ (n ) T) levels (where aCVnZ denotes aug-
cc-pCVnZ) have been performed at our best estimated
equilibrium structures (CBS + CV). For I, only pseudopo-
tential-based basis sets have been used, whereas for Br all-
electron bases,30 as well as pseudopotentials, have been

r(CBS) ) r∞
SCF + ∆r∞

corr (1)

∆rcorr(n) ) ∆r∞
corr + An-3 (2)

r(CBS + CV) ) r(CBS) + r(wCVnZ, all) -
r(wCVnZ, valence) (3)
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employed. In all calculations, all electrons have been
correlated (except the 1s electrons of Cl and Br). Only for
the CVTZ basis, the frozen core approximation has also been
used in order to figure out the extent of CV effects. The
CFOUR program package31 has been employed for these
computations, and the unrestricted Hartree-Fock (UHF)
wave function has been used as reference in CCSD(T)
calculations.

As clear from the type of bases used, core correlation
effects have been directly taken into account. On the other
hand, to estimate the effect caused by basis set truncation,
the two-parameter CBS extrapolation formula proposed by
Bartlett and co-workers in ref 32 has been employed

where An
(K) and A∞

(K) denote the hcc of the K-th nucleus,

computed with the CVnZ basis and extrapolated to the CBS
limit, respectively.

According to the notation of ref 32, this extrapolation will
be denoted as CBS2. This extrapolation function, which is
an approximation of the exponential/Gaussian 3-parameter
equation by Peterson, Woon, and Dunning,33 has been chosen
as well-tested for the property under consideration by Bartlett
and co-workers (see ref 32).

Since vibrational and environmental effects may signifi-
cantly affect the hcc’s,5 to provide reliable predictions for
experimental values, they have also been estimated in the
present investigation. The vibrational effects have been
accounted for by adding to the CCSD(T) results the differ-
ence between equilibrium and zero-point averaged values
computed at the B3LYP/EPRIII level. The vibrational
averaging is based on a perturbative approach, and we refer
interested readers to ref 34 for all computational details. It
is noteworthy that the EPRIII basis set (12s8p2d1f/
8s5p2d1f)35 has been chosen because it was purposely
developed and widely validated for calculations of hyperfine
coupling constants.

Environmental (argon matrix) effects have been estimated
by means of the polarizable continuum model (PCM)36 and
a dielectric constant of 1.43 at the B3LYP/EPRIII level, as
well. This approach is expected to provide at least semi-
quantitative results as, while non electrostatic contributions
play a significant role in determining thermodynamic char-
acteristics in nonpolar solvents, local spectroscopic properties
are sensitive only to electrostatic contributions.

The Gaussian03 program package37 has been used for
calculations of both vibrational and environmental effects.

Other useful information on radicals come from IR spec-
troscopy. The theoretical prediction of infrared harmonic and
anharmonic vibrational frequencies requires the evaluation
of harmonic and anharmonic force fields, respectively. These
have been computed for the main isotopic species of the
X2NO radicals. More precisely, the harmonic part of the force
field has been obtained at the CCSD(T)/VTZ as well as
CCSD(T)/aVTZ (aVTZ denoting aug-cc-pVTZ29) levels of

theory (in the fc approximation) by means of analytic second
derivatives of the energy, as described in ref 38 and as
implemented in the CFOUR program package.31 To account
for the anharmonic part, a mixed approach has been
considered, i.e., anharmonic effects have been analyzed by
a second-order perturbative treatment based on third and
fourth energy derivatives computed at the B3LYP/EPRIII
level,34 as implemented in Gaussian03.37 A number of studies
have shown that addition of DFT anharmonic contributions
to CCSD(T) harmonic frequencies allows a reliable repro-
duction of experimental fundamentals.10,39-42

III. Results and Discussion

A. Molecular Structure. The equilibrium geometries and
energies of the X2NO systems, with X ) F, Cl, Br, and I,
obtained at the CCSD(T) level using different basis sets are
summarized in Table 1. The extrapolation to the CBS limit
has been carried out as explained in the methodology section
(eqs 1-2), and the results obtained are listed in Table 1,
together with best estimated equilibrium structures provided
by inclusion of the core correlation corrections (eq 3). It has
to be noted that the results for F2NO come from a previous
study by the same authors.10

As evident from Table 1, the convergence to the CBS limit
is practically reached at the CCSD(T)/V5Z level for bond
distances involving only first-row atoms, whereas for bond
lengths involving heavier atoms deviations as large as ∼0.01
Å between the CCSD(T)/VQZ and CCSD(T)/V5Z levels are
observed. Unfortunately, computations in conjunction with
the V6Z basis have been found to be too costly. For Cl2NO,
a non-monotonic trend has been observed for the NO distance
and the angle; since we essentially perform a 2-point
extrapolation and the SCF trend is monotonic, the CBS limit
for them can be obtained. As far as CV corrections are
concerned, it should be noted that in general they are relevant
for bond lengths, whereas they are less important for angles.
As pointed out in ref 10 and as is evident from the results
of Table 1, these corrections are well estimated using both
the wCVQZ and wCVTZ bases. For this reason, they have
been computed at the CCSD(T)/wCVTZ level for the species
with X ) Cl, Br, and I, for which the wCVQZ basis is hardly
applicable. Concerning scalar relativistic effects, they are
expected to be relevant only for Br2NO and I2NO, and they
are assumed to be completely recovered by the use of
pseudopotentials.

On the basis of equilibrium structure evaluations for
radicals performed following an approach analogous to that
carried out in the present work (see, for instance, refs 10,
24, 41, and 42), an accuracy of about 0.001-0.005 Å is
expected for the CBS + CV equilibrium distances derived
in the present investigation, where the smaller uncertainty
is referred to bond lengths involving first-row atoms and the
larger to those for which the convergence to the CBS limit
is slower.

From the results collected in Table 1, one may note that
the NO distance decreases along the series, that is, when
going from F2NO to I2NO, by about 0.03 Å. This is clearly
related to the decrease of electronegativity from fluorine to

An
(K) ) A∞

(K) + Be-(n-1) (4)

An
(K) ) 8π

3

ge

g0
gK�K ∑

µ,ν
Pµ,ν
R-�〈φµ|δ(rnK)|φν〉 (5)
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iodine, and thus to corresponding decrease of σ-withdrawing
ability. At the same time the nominally singly occupied
orbital (SOMO) is more delocalized for larger and more
polarizable substituents and this leads to a shortening of the
NO bond in view of the antibonding character of this orbital
(π*) in the NO moiety. On the other hand, steric effects on
the XNO angle are not so marked; in fact, it increases only
by less than 1°. It is more interesting to observe how the
dihedral XNOX angle varies from X ) F to X ) I. It is
evident that this angle enlarges by about 10 degrees from
one element of the series to the another, a little bit more
when going from Br2NO to I2NO. In fact, while F2NO is
strongly pyramidal, I2NO is close to being planar with a
dihedral INOI angle of about 168°. Actually, the geometry
optimization employing the VTZ basis fails in finding the
minimum structure and converges to an approximately planar
structure close to the transition state for the inversion motion.
Transition states governing nitrogen inversion have been
optimized for all X2NO species employing the aVTZ basis
set. The geometries, the corresponding equilibrium and

ground-state (at the harmonic approximation) energy barriers
are collected in Table 2. The energy barriers clearly reflect
the decreasing along the series of the displacement of
nitrogen out of the plane defined by the atoms directly
bonded to it.

As mentioned in the Methodology section, the effect of
high-order excitations on molecular structure has been
investigated for the lighter member of the series, F2NO. More

Table 1. Equilibrium Structure and Energy of X2NO (X ) F, Cl, Br, I)

RHF/UCCSD(T)a X-N (Å) N-O (Å) ∠XNO (deg.) ∠XNOX (deg.) Energy (Eh)

F2NOb

aVTZ 1.4470 1.1693 117.14 121.24 -329.0874340
aVQZ 1.4379 1.1674 117.18 121.46 -329.1728545
VTZ 1.4349 1.1730 117.24 121.83 -329.0560601
VQZ 1.4345 1.1684 117.20 121.64 -329.1604408
V5Z 1.4345 1.1673 117.17 121.50 -329.1964277
CBS 1.4345 1.1667 117.15 121.40
wCVTZ(fc) 1.4358 1.1711 117.20 121.69 -329.0788772
wCVTZ(all) 1.4330 1.1699 117.24 121.79 -329.2921954
wCVQZ(fc) 1.4339 1.1683 117.19 121.65 -329.1701498
wCVQZ(all) 1.4309 1.1669 117.21 121.70 -329.4087740
CBS+CV(CQ)c 1.4315 1.1653 117.17 121.45
CBS+CV(CT)d 1.4317 1.1655 117.19 121.50
Cl2NO
aVTZ 1.9967 1.1513 117.69 133.89 -1049.1366472
aVQZ 1.9764 1.1501 117.75 133.22 -1049.2086088
VTZ 1.9968 1.1514 117.62 134.11 -1049.1164283
VQZ 1.9766 1.1497 117.74 133.34 -1049.2020942
V5Z 1.9658 1.1506 117.72 132.94 -1049.2292431
CBS 1.9565 1.1514 117.71 132.60
wCVTZ(fc) 1.9952 1.1494 117.61 134.16 -1049.1322261
wCVTZ(all) 1.9866 1.1495 117.65 133.94 -1049.7523524
CBS+CV 1.9479 1.1515 117.75 132.38
Br2NO
aVTZ 2.2184 1.1432 118.11 144.07 -961.0783449
VTZ 2.2521 1.1392 117.87 149.98 -961.0479344
VQZ 2.2178 1.1384 118.06 144.05 -961.1351502
V5Z 2.2073 1.1380 118.03 143.30 -961.1609242
CBS 2.1963 1.1377 118.02 142.51
wCVTZ(fc) 2.2463 1.1378 117.89 149.45 -961.0738369
wCVTZ(all) 2.2193 1.1375 117.81 148.07 -962.6724172
CBS+CV 2.1693 1.1374 117.94 141.16
I2NO
aVTZ 2.4571 1.1463 119.33 154.84 -723.3562812
VTZ 2.5105 1.1418 118.85 180.02 -723.3348060
VQZ 2.4672 1.1404 119.11 158.43 -723.4136048
V5Z 2.4605 1.1394 119.08 160.51 -723.4413458
CBS 2.4545 1.1387 119.07 162.59
wCVTZ(fc) 2.5004 1.1404 118.97 169.39 -723.3081629
wCVTZ(all) 2.4773 1.1389 118.87 169.10 -724.8908209
CBS+CV 2.4266 1.1362 118.94 162.30

a According to the text, the standard cc-pVnZ basis sets for first-row elements, the cc-pV(n+d)Z bases for Cl, and the cc-pVnZ-PP
pseudopotential-based sets for Br and I have been used. b Ref 10. c CV(CQ) means CV corrections at the CCSD(T)/wCVQZ level. d CV(CT)
means CV corrections at the CCSD(T)/wCVTZ level.

Table 2. Structure of the Planar Transition States and
Barriers to Planarity

UCCSD(T)/aVTZb
X-N
(Å)

N-O
(Å)

∠XNO
(deg)

∆Ee

(kcal/mol)
∆E0

a

(kcal/mol)

X ) F 1.3624 1.2119 126.52 11.30 12.70
X ) Cl 1.7359 1.2290 123.07 11.67 12.61
X ) Br 1.9100 1.2246 122.67 6.52 7.54
X ) I 2.4794 1.1435 119.42 0.07 0.39

a ZPV corrections computed at the UCCSD(T)/aVTZ level within
harmonic approximation. b According to the text, the aug-cc-pVTZ
basis set for first-row elements, the aug-cc-pV(T+d)Z basis for Cl,
and the aug-cc-pVTZ-PP pseudopotential-based set for Br and I
have been used.
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precisely, full triples corrections have been obtained with
the VTZ basis as

whereas the VDZ set has been used for quadruples corrections

From the results collected in Table 3, it is first of all evident
that higher-order corrections are quite small, being on the
order of 0.0001-0.001 Å for distances and 0.01-0.03° for
angles. In particular, as expected, full triples corrections are
almost negligible, while those caused by quadruples excita-
tions are larger. From Table 3 it is furthermore clear that
the effect of diffuse functions is non-negligible for F2NO;
this finding is essentially related to the strong electronega-
tivity of fluorine. In Table 3, an equilibrium structure that
account for all the contributions considered is provided: this
should be considered as the best estimates obtainable at the
moment. Since higher-order excitations are found to be quite
small, we can claim that the CBS + CV structures given in
Table 1 might be considered as the best estimated structures
for X2NO, with X ) Cl, Br, and I.

As far as the comparison with literature values is con-
cerned, to the best of our knowledge, this is restricted to
F2NO; therefore, we refer interested readers to ref 10. We
briefly recall that the investigation by the present authors is
the only systematic study at high level of theory reported in
the literature. With respect to experiment, as far as we know,
there are no data for comparison.

Finally, it has to be noted that, although the B3LYP/EPRIII
geometries (Table 4) are not quantitatively accurate, they
are sufficiently good to estimate anharmonic corrections to
vibrational frequencies as well as vibrational effects on
hyperfine couplings.

B. Spectroscopy. Isotropic hyperfine coupling constants
of all X2NO species, as obtained at the CCSD(T) level of
theory by different basis sets, are summarized in Tables 5
and 6. In particular, in Table 5, we focus our attention on
nitrogen and oxygen, while in Table 6, we report the results

for halogens. In this way, from Table 5, we can point out
how hcc’s vary for N and O, whereas from Table 6, we can
address the evolution of such constants along the halogen
series. Concerning the latter, hcc’s are given only for F, Cl,
and Br, that is, only for those halogens for which all-electron
basis sets can be used. For bromine, it has to be noted that
results are affected by the missing account for relativistic
effects which are expected to be important for a nucleus as
heavy as Br and that the effect of correlating inner core
electrons of Br actually does not justify the additional
computational effort (with respect to keeping 1s2s2p elec-
trons of Br frozen). Test computations on other Br-containing
radicals showed that this effect is at the most 5%. It should
be recalled that some results for F2NO were previously
reported and discussed in ref 10.

Both Tables 5 and 6 allow us to investigate the basis-set
effects on isotropic hyperfine coupling constants. First of all,
in all cases the absolute values increase by enlarging the
basis set. Concerning the convergence to the CBS limit, it
is evident that the values are nearly converged at the
CCSD(T)/CVQZ level; in fact, the differences between this
level and the CBS2 limit are generally of the order of 1-3%.
We only note a larger discrepancy for chlorine (about 7%),
but this finding was actually expected as the convergence
for energy and properties is known to be slower for second-
row elements and for heavy atoms in general. From the
comparison between frozen core and all electron calculations,
the effect resulting from core correlation can be pointed out.
We note that a general conclusion cannot be drawn as CV
corrections are small for N, that is, lower than 1%, while
they are relevant for O (∼10%), F (<3%) and Cl (>10%).
Furthermore, in all cases but Cl, CV corrections enlarge the
absolute value of the hcc. With respect to the effect of diffuse
functions (from the comparison between aCVTZ and CVTZ
results), it can be noticed that this is not negligible, being in
most cases on the order of 2-4%. Furthermore, it is surely
worth noting the changes along the X2NO series. First, it is
evident from Table 5 that the hcc of N largely decreases
when going from F2NO to I2NO; in fact, for instance at the
CCSD(T)/aCVTZ level hcc varies from 89.1 G for F2NO to
78.9 G for Cl2NO, 70.0 G for Br2NO, and 59.3 G for I2NO.
A similar trend is observed for oxygen; in fact, the hcc is
negative for F2NO, less negative for Cl2NO, and positive
for Br2NO, and even more positive for I2NO. For both
constants these changes are related to the structural modifica-
tions observed along the series of radicals investigated (direct
effect), as well as to the increased polarization of halogen
atoms involved (indirect effect).

To further investigate structural effects on hcc’s, they have
also been computed at the planar structures given in Table
2, and collected in Table 7. To gain proper hints, in Table 7
they are compared to hcc’s obtained at the same level of
theory (CCSD(T)/CVTZ, all electrons correlated) but cal-
culated at the CCSD(T)/aVTZ minimum structures. Let us
now concentrate our attention on nitrogen hyperfine cou-
plings, which represent one of the most widely used
experimental probes for stereoelectronic and environmental
effects.5 The nitrogen isotropic hyperfine couplings computed
for planar structures allow to compare different radicals in

Table 3. Equilibrium Structure of F2NO: Higher-Order
Excitations and Other Contributions

X-N (Å) N-O (Å) ∠XNO (deg) ∠XNOX (deg)

V5Z 1.4345 1.1673 117.17 121.50
∆r(CBS)a 0.0 -0.0006 -0.02 -0.10
∆r(CV)b -0.0030 -0.0014 +0.02 +0.05
∆r(diff)c +0.0034 -0.0010 -0.02 -0.18
∆r(full-T)d -0.0003 -0.0001 -0.02 -0.02
∆r((Q))e +0.0033 +0.0012 -0.01 -0.03
Best estimate 1.4379 1.1654 117.12 121.22

a r(CBS) - r(V5Z). b r(wCVQZ, all) - r(wCVQZ, valence).
c r(aVQZ) - r(VQZ). d According to eq 6. e According to eq 7.

Table 4. Equilibrium Structure of X2NO (X ) F, Cl, Br, I) at
the B3LYP/EPRIII Level

X-N (Å) N-O (Å) ∠XNO (deg) ∠XNOX (deg)

X ) F 1.4581 1.1616 117.01 128.99
X ) Cl 2.0806 1.1468 117.95 141.99
X ) Br 2.2655 1.1318 118.29 147.85
X ) I 2.4914 1.1304 118.84 151.70

∆r(full - T) = r(CCSDT) - r(CCSD(T)) (6)

∆r(Q) = r(CCSDT(Q)) - r(CCSDT) (7)
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an unbiased way since only spin polarization contributions
remain operative, which are roughly proportional to the π
spin density on the nitrogen atom.5 Then, the nitrogen

hyperfine coupling parallels the contribution of nitrogen to
the SOMO, which increases in going from fluorine to
bromine and iodine. The anomalous behavior of chlorine is

Table 5. Isotropic Hyperfine Coupling Constants (Gauss) of X2NO: Nitrogen and Oxygen Atoms

B3LYP/EPRIII CCSD(T)/aCVTZ CCSD(T)/(fc)CVTZ CCSD(T)/CVTZ CCSD(T)/CVQZ CCSD(T)/CBS2 exptla

F2NO N
vacuum 95.40 89.13b 88.62 88.93 90.69b 91.72
∆vib

c 0.35 0.35 0.35 0.35 0.35 0.35
∆matrix

d 0.79 0.79 0.79 0.79 0.79 0.79
total 96.54 90.27 89.76 90.07 91.83 92.86 93

93.635(3)

O
vacuum -10.77 -14.03b -12.87 -13.98 -14.60 -14.95b

∆vib
c 0.44 0.44 0.44 0.44 0.44 0.44

∆matrix
d -0.01 -0.01 -0.01 -0.01 -0.01 -0.01

total -10.34 -13.60 -12.44 -13.55 -14.17 -14.52

Cl2NO N
vacuum 72.41 78.90 79.52 79.72 81.01 81.76
∆vib

c -2.64 -2.64 -2.64 -2.64 -2.64 -2.64
∆matrix

d 0.68 0.68 0.68 0.68 0.68 0.68
total 74.37 76.94 77.56 77.76 79.05 79.80

O
vacuum -0.67 -5.48 -4.80 -5.35 -5.69 -5.89
∆vib

c 0.42 0.42 0.42 0.42 0.42 0.42
∆matrix

d 0.06 0.06 0.06 0.06 0.06 0.06
total -0.19 -5.00 -4.32 -4.87 -5.21 -5.41

Br2NO N
vacuum 60.67 69.99 71.23 71.55 71.69e 71.77
∆vib

c -1.53 -1.53 -1.53 -1.53 -1.53 -1.53
∆matrix

d 0.38 0.38 0.38 0.38 0.38 0.38
total 59.52 68.84 70.08 70.40 70.54 70.62

O
vacuum 0.56 1.33 1.38 1.41 1.50e 1.56
∆vib

c 0.46 0.46 0.46 0.46 0.46 0.46
∆matrix

d 0.04 0.04 0.04 0.04 0.04 0.04
total 1.06 1.83 1.88 1.91 2.00 2.06

I2NO N
vacuum 44.89 59.32 53.45 53.45 60.57 70.53
∆vib

c -0.50 -0.50 -0.50 -0.50 -0.50 -0.50
∆matrix

d 0.15 0.15 0.15 0.15 0.15 0.15
total 44.54 58.97 53.10 53.10 60.22 70.18

O
vacuum 2.90 7.75 7.47 8.11 8.55 8.80
∆vib

b 0.85 0.85 0.85 0.85 0.85 0.85
∆matrix

c 0.05 0.05 0.05 0.05 0.05 0.05
total 3.80 8.65 8.37 9.01 9.45 9.70

a Ar-matrix: ref 8, upper line. SF6-matrix: ref 7, lower line. b Ref 10. c Vibrational corrections computed at the B3LYP/EPRIII level of
theory. See text. d Environmental corrections computed at the B3LYP/EPRIII level of theory. See text. e Pseudopotential basis (cc-pVQZ-PP)
has been used for Br.

Table 6. Isotropic Hyperfine Coupling Constants (Gauss) of X2NO at the CCSD(T) Level: Halogens

aCVTZ (fc)CVTZ CVTZ CVQZ CBS2 exptla

F2NO F
vacuum 139.27b 126.61 129.81 137.72b 142.33
∆vib

c -3.84 -3.84 -3.84 -3.84 -3.84
∆matrix

d 2.04 2.04 2.04 2.04 2.04
total 137.47 124.81 128.01 135.92 140.53 143

143.235(5)

Cl2NO Cl
vacuum 13.04 14.10 11.99 13.86 14.95
∆vib

c -0.23 -0.23 -0.23 -0.23 -0.23
∆matrix

d 0.31 0.31 0.31 0.31 0.31
total 13.12 14.18 12.07 13.94 15.03

Br2NO Br
vacuum 36.71 32.44 34.88 s s
∆vib

c -0.55 -0.55 -0.55 s s
∆matrix

d 0.96 0.96 0.96 s s
total 37.12 32.85 35.29 s s

a Ar-matrix: ref 8, upper line. SF6-matrix: ref 7, lower line. b Ref 10. c Vibrational corrections computed at the B3LYP/EPRIII level of
theory. See text. d Environmental corrections computed at the B3LYP/EPRIII level of theory. See text.
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related to the “anomalous” behavior of the NO distance for
planar structures, that is, it increases going from X ) F to
X ) Cl and then decreases from X ) Cl to X ) I. Going to
pyramidal structures, the direct effect issuing from involve-
ment of nitrogen s orbitals in the SOMO become operative:
while this implies, of course, an increase of the hyperfine
coupling constant, a direct comparison between different
substituents is impaired by their different pyramidalization.

A rigorous comparison with or prediction of experiment
needs to account for vibrational and environmental cor-
rections. The former have been obtained as previously
explained and have been found to be small but in general
not entirely negligible, being of the order of 1-3%.
Concerning the environmental effects, they are very small
and thus mostly negligible for O, whereas they are larger,
that is, on the order of 0.5-1%, for N. Furthermore, the
latter show a monotonic trend along the series: they are
always positive and decrease from F2NO to I2NO. Because
the B3LYP/EPRIII level of theory has been employed for
evaluating vibrational as well as environmental correc-
tions, the corresponding results (given in Table 5),
obtained at the corresponding optimized geometries,
deserve to be mentioned. It is interesting to note that on
average they are fairly good, that is, this level of theory
is able to qualitatively well reproduce the hcc’s.

As outlined above, some results for F2NO were already
published in ref 10. This point deserves to be briefly
commented on. First, it has to be noted that some of the
vibrational corrections reported in ref 10 were given with
the wrong sign. In the second place, the matrix corrections
of ref 10 differ from those here collected because in the
present investigation the gas-phase equilibrium structure
has been employed instead of that reoptimized in con-
densed phase. Finally, in ref 10, a little bit more accurate
results were obtained from the extrapolation to the CBS
limit of the aCVTZ and aCVQZ values. These are not
here reported because we chose to deal only with those
basis sets affordable for the other radicals considered.

Since rather accurate experimental data are available for
F2NO, we can take the opportunity of their comparison
to our theoretical results for estimating the accuracy
reachable by CCSD(T) computations. On the basis of this
comparison and of the extent of the effects previously

discussed (especially convergence to CBS and core
correlation), we can claim that for first row elements our
best estimated hcc’s are accurate to a few percent, that
is, 1-2%. For heavier atoms, we expect a lower accuracy
because of the slower convergence to the CBS limit, as
well as to the neglect of relativistic effects (mostly for
bromine). On the whole, we may conclude that our results
can provide useful predictions for future experimental
investigations.

Moving to IR spectroscopy, computed frequencies at both
the harmonic and anharmonic levels are reported in Table 8
for all X2NO species. The comparison with previous
theoretical calculations and the available experimental results
is also reported.

On the basis of the results and discussions reported in refs
10, 41, and 42, we can point out that the typical accuracy of
15-20 cm-1 (refs 43 and 44) for vibrational frequencies of
closed-shell molecules calculated at the CCSD(T) level in
conjunction with triple-� quality basis sets also applies to
open-shell species. Therefore, such a level of theory is able
to either check reliability of experiment or provide reliable
predictions for experimental determinations. In ref 10, we
already showed that such a level of theory was able to cast
doubts on the assignment of the experimental vibrational
spectra of F2NO recorded in argon matrix and allowed us to
suggest some revisions.

For improving our predictive capabilities, we went beyond
the harmonic approximation as explained in the computa-
tional section, that is, anharmonic frequencies have been
estimated by adding the anharmonic corrections at the
B3LYP/EPRIII level to the CCSD(T) harmonic frequencies;
the resulting values are reported in Table 8. This mixed
approach has been validated quite convincingly for closed-
shell systems,39 and very recently, it has been successfully
used for a number of free radicals.10,41,42 On the basis of
the results presented in refs 10, 41, and 42, our anharmonic
vibrational frequencies are expected to have un accuracy
better than 15 cm-1.

The results collected in Table 8 allow us to discuss two
interesting points: first, how the NO stretching (i.e., ν1)
changes along the series considered; second, how the
frequency of the rocking mode (i.e., ν4) involving halogens
varies from F2NO to I2NO and how this change is related
to the extent of pyramidality and to the barrier to planarity.
Concerning the former effect, we note that the frequency
parallels the trend of the N-O distance from F2NO to
I2NO. In fact, as we note that the N-O bond length
decreases from X ) F to X ) Br (by about 0.03 Å) and
slightly increases from X ) Br to X ) I (by about 0.001
Å), the frequency increases from F2NO to Br2NO (by
∼200 cm-1) and only slightly decreases from Br2NO to
I2NO (by about 6 cm-1). Therefore, we note that as the
N-O distance is very similar in Br2NO and I2NO, in the
same way ν1 is very similar in the two species. With
respect to the rocking mode, which correlates with the
out-of-plane bending mode of planar structure, it is evident
that reduction of the pyramidality is paralleled by a
lowering of the frequency value up to a nearly vanishing
value from 413 cm-1 for F2NO to 117 cm-1 for Cl2NO,

Table 7. Isotropic Hyperfine Coupling Constants (Gauss)
of X2NO: Comparison of Planar and Equilibrium Structure
Results

CCSD(T)/VTZ

TSa equilibriuma

F2NO N 20.24 89.93
O -19.74 -13.59

Cl2NO N 15.46 79.05
O -18.48 -2.83

Br2NO N 39.13 67.20
O 2.66 0.75

I2NO N 54.73 55.18
O 12.23 9.48

a Optimized at the CCSD(T)/aVTZ level, where according to the
text, aVTZ is the standard aug-cc-pVTZ basis set for first-row
elements, the aug-cc-pV(T+d)Z basis for Cl, and the aug-cc-
pVTZ-PP pseudopotential-based set for Br and I.
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49 cm-1 for Br2NO, and 31 cm-1 for I2NO. As a matter
of fact, the heavier species, I2NO, is characterized by a
nearly planar structure with very large amplitude out-of-
plane bending.

IV. Conclusion

The present paper analyzes the structure, vibrational spec-
trum, and hyperfine couplings for the X2NO series of free
radicals, with X being an halogen atom. In most cases,
CCSD(T) calculations have been carried out in conjunction
with hierarchical series of bases and, when possible, ac-
counting for extrapolation to the CBS limit and core
correlation as well as relativistic effects. The estimated
accuracy of our results is such that we are confident they
may provide suitable benchmarks for the more approximate
methods to be used for larger systems as well as reliable
predictions for experiments, and allow the definition of more
accurate magneto-structural relationships.

For spectroscopic properties an effective combination of
coupled-cluster equilibrium values and harmonic frequencies,

together with vibrational corrections and anharmonic con-
tributions obtained by hybrid density-functional methods, is
reported.

Substitution of fluorine by larger halogen atoms leads
to a progressive decreasing of the pyramidal character and,
in parallel, to a progressive decreasing of the semirigidity
of the radical. This is clearly reflected in the properties
investigated. For instance, in addition to the lowering of
the rocking mode frequencies discussed a few paragraphs
above, we may recall that the nitrogen isotropic hyper-
fine coupling decreases along the series because of the
reduction of the contribution of its 2s orbitals to the nomi-
nally single occupied orbital up to its complete vanishing
for a planar structure.
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Table 8. Harmonic and Anharmonic Vibrational Frequencies (cm-1) of X2NO

ν1 (a′)
NO str

ν2 (a′)
sym NX2 str

ν3 (a′)
sym bend

ν4 (a′)
rock

ν5 (a′′)
asymm NX2 str

ν6 (a′′)
NX2 sciss

F2NOa

harmonic
B3LYP/EPRIII 1632.2 738.2 582.0 383.3 812.9 429.4
CCSD(T)/VTZ 1592.3 769.7 614.0 429.3 873.9 470.6
CCSD(T)/aVTZ 1594.8 751.4 595.1 413.1 846.1 458.1

anharmonic
B3LYP/EPRIIIb 1612.4 (-30) 717.0 (-21) 557.1 (-25) 360.0 (-23) 807.9 (-5) 412.2 (-17)
VTZ+ anharm contr (DFT) 1562 749 589 406 869 454
aVTZ+anharm contr (DFT) 1565 730 570 390 841 441
experiment 1572.7 761 552.7 813

Cl2NO

harmonic
B3LYP/EPRIII 1868.9 386.9 259.7 92.5 596.5 123.8
CCSD(T)/VTZ 1738.5 477.2 290.3 91.7 635.6 136.0
CCSD(T)/aVTZ 1675.4 492.2 301.3 117.0 648.8 195.5

anharmonic
B3LYP/EPRIIIb 1845.2 (-24) 325.1 (-62) 226.2 (-34) 71.9 (-21) 588.3 (-8) 69.5 (-54)
VTZ+ anharm contr (DFT) 1715 415 256 71 628 82
aVTZ+anharm contr (DFT) 1651 430 267 96 641 142

Br2NO

harmonic
B3LYP/EPRIII 1882.6 292.3 214.9 58.1 557.9 117.2
CCSD(T)/VTZ 1821.6 282.0 235.6 37.7 551.5 120.4
CCSD(T)/aVTZ 1779.8 313.1 213.2 49.4 566.0 107.6

anharmonic
B3LYP/EPRIIIb 1860.8 (-22) 216.2 (-76) 179.9 (-35) 40.4 (-18) 540.4 (-18) 59.7 (-57)
VTZ+ anharm contr (DFT) 1800 206 201 20 534 63
aVTZ+anharm contr (DFT) 1758 237 178 31 548 51

I2NO

harmonic
B3LYP/EPRIII 1838.4 228.7 180.8 44.3 514.0 117.6
CCSD(T)/aVTZ 1779.1 204.8 161.3 31.3 519.4 80.4

anharmonic
B3LYP/EPRIIIb 1811.5 (-27) 158.5 (-70) 163.5 (-17) 34.4 (-10) 496.3 (-18) 91.0 (-27)
aVTZ+anharm contr (DFT) 1752 135 144 21 511 53

a Ref 10. b Anharmonic contributions reported in parentheses.
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Abstract: The local structure of phosphorylated residues in peptides and proteins may have a
decisive role on their functional properties. Recent IRMPD experiments have started to provide
spectroscopic signatures of such structural details; however, a proper modeling of these
signatures beyond the harmonic approximation, taking into account temperature and entropic
effects, is still lacking. In order to bridge this gap, DFT-based Car-Parrinello molecular dynamics
simulations have been carried out for the first time on a phosphorylated amino acid, gaseous
deprotonated phosphoserine. It is found that all vibrational signatures are successfully
reproduced, and new deconvolution techniques enable the assignment of the vibrational spectrum
directly from the dynamics results and the comparison of vibrational modes at several
temperatures. The lowest energy structure is found to involve a strong hydrogen bond between
the deprotonated phosphate and the acid with relatively small free energy barriers to proton
transfer; however, we find that proton shuttling between the two sites does not occur frequently.
Anharmonicities turn out to be important to reproduce the frequencies and shapes of several
experimental bands. Comparison of room temperature and 13 K, effectively harmonic dynamics,
allows insight to be obtained into vibrational anharmonicities. In particular, a significant blue-
shift and broadening of the CdO stretching frequency from 13 to 300 K can be ascribed to
intrinsic anharmonicity rather than to anharmonic coupling to other modes. On the other hand,
significant couplings are found for the stretching motions of the hydrogen bonded P-O bond
and of the free P-OH bond, mainly with modes within the phosphate group.

1. Introduction

Reversible protein phosphorylation of the side chain alcohol
group of serine (S), threonine (T), or tyrosine (Y) residues,
is a very common post-translational modification (PTM) of
proteins. It has a strong impact on protein function, as it
influences metabolic pathways, membrane transport, gene

transcription, etc.1,2 The impact of phosphorylation on protein
function is at least in some cases related to the conformational
changes it induces.3 It is thus of great interest to unravel the
mechanism by which a single phosphorylation may signifi-
cantly alter the structure of a macromolecule. Studies on
peptides have revealed that phosphorylation can promote high
helical content.4 It has been recognized in several cases that
the presence of nearby arginine (R) residues is likely to lead
to strong hydrogen bonding between the negatively charged
phosphate and the positively charged guanidinium of R.3

Small models can therefore be of high value to quantify such
individual interactions.5
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Phosphate groups are expected to have rather recognizable
vibrational signatures;6 therefore, IR spectroscopy is in
principle a valuable tool to identify phosphates and their
environment. In particular, IR spectroscopy of organic
molecules is known to be highly sensitive to hydrogen
bonding, a feature that makes this technique very appealing
for structural characterization of phosphorylation. In previous
work, we have shown that the recently developed InfraRed
Multiple Photon Dissociation (IRMPD) spectroscopic tech-
nique can be used to detect the occurrence of phosphorylation
in amino acids and peptides in the gas phase.

IRMPD is carried out by irradiating gaseous ions trapped
in high vacuum cells of mass spectrometers with IR
photons.7-10 Because the number density of gaseous ions is
necessarily small, absorption spectroscopy cannot be carried
out. The photons are used to generate ion fragmentation,
which is efficiently monitored with the high sensitivity of
mass spectrometers. The fragmentation ratio as a function
of photon energy generates an IR action spectrum. This
technique requires high laser power and wide tunability,
which are made available in the 200-2000 cm-1 region by
free electron lasers (FEL).7-10 IRMPD has the potential for
distinguishing between isomers, and also between conform-
ers, although the latter can be much more difficult. This new
spectroscopic tool has already found many applications,
including the structural characterization of small biological
molecules such as peptides.11-23

In a previous paper, we obtained the IRMPD signatures
of the three protonated, phosphorylated amino acids: phos-
pho-serine ([pS+H]+), phospho-threonine ([pT+H]+), and
phospho-tyrosine ([pY+H]+).24 The results indicated that
phosphate specific bands exist as expected and that they are
easily detectable in IRMPD conditions, in the vibrational
range accessible with a FEL. Detailed band assignment based
on quantum chemical calculations established that some
features were common to all three species, while others were
specific. Furthermore, a second distinction was established,
in which it is the hydrogen bonding capability of the
environment that is distinctive. This conclusion was con-
firmed by a subsequent study of the phosphorylated dipeptide
[GpY+H]+, showing the potential of the method.25 The proof
of principle for extension to larger biomolecules was given
on a 12-residue fragment of the protein stathmin.24 It is clear
however that the most likely form of phosphates at physi-
ological pH is deprotonated, either singly or doubly. We have
therefore initiated a research program in which we generate
and interpret the IRMPD spectra of deprotonated phospho-
rylated amino acids26 and peptides.

Since IRMPD spectroscopy is a relatively new technique,
extensive molecular modeling is required to interpret the
bands. This has been done with success in the past with
harmonic calculations (see, e.g. refs 11-23 for applications
to peptides), i.e. optimizing the geometry of several possible
structures for each species and generating harmonic vibra-
tional spectra at the optimized geometries. A match between
experimental and calculated IR signatures is subsequently
sought to identify populated isomers and/or conformers.
However modeling of band breadth has not been yet tackled,
and there are a number of cases for which discrepancies

between experimental and computed frequencies remain
unexplained.

Because IRMPD experiments are often carried out at room
temperature, a theoretical approach closer to the experimental
conditions and applied in the present work consists in
simulating the dynamical behavior of the molecule through
molecular dynamics (MD) simulations conducted at the
average experimental temperature, for instance through DFT-
based Car-Parrinello MD (CPMD),27 and calculating the
IR spectrum directly from the dynamics. MD is essential
for including temperature, conformational dynamics, in
particular the interconversion between different conformers28

or isomers such as those connected by proton transfers,12,14

with the advantage that entropic effects are directly taken
into account.

IR spectra calculations through MD simulations are based
on a dipole time correlation function.29 Within the past few
years, we have shown that DFT-based MD is the proper tool
for the calculation of IR spectra of DNA and peptide building
blocks, in the gas phase or immersed in liquid wa-
ter,12,14,28,30-32 at room temperature. We have in particular
demonstrated the role of conformational dynamics at room
temperature in the interpretation of finite temperature spec-
troscopy of peptides,28 which is relevant for IRMPD.

The main advantage of IR spectra calculations through
finite temperature MD over static calculations is that all
anharmonic effects are naturally described. This is to be
opposed to the two successive harmonic approximations
usually adopted for the determination of IR spectra from
static ab initio calculations, i.e. the harmonic approximation
of the potential energy surface at the optimized geometries
and the electrical harmonic approximation for the transition
dipole moments. Both approximations are relaxed in ab initio
molecular dynamics, simply because they are not needed.
In fact, the finite temperature dynamics takes place on all
accessible parts of the potential energy surface (be they
harmonic or anharmonic), provided that time propagation is
long enough. As the calculation of IR spectra with molecular
dynamics is related only to the time-dependent dipole
moment of the molecule, it does not require any harmonic
expansion of the transition dipole moments. Therefore, if
the dipole moments and their fluctuations are accurately
calculated along the trajectory, the resulting IR spectrum
should be reliable too. The quality of the potential energy
surface is entirely contained in the force field, calculated at
the DFT/BLYP level in the present work, as in our previous
investigations.12,14,28,30-32 The very good reproduction of
the relative positions (and intensities, when they are directly
comparable to experiment31,32) of the different active bands
in our previous works indicates that this level of theory is
satisfactory, at least on weakly interacting floppy peptide
building blocks (gas phase or immersed in liquid water). The
B3LYP hybrid functional has been recently implemented in
the CPMD33 and CP2K MD packages,34 but the CPU cost
is reported to be ∼40-100 times larger than that of a GGA
functional MD. Considering our previous results together
with the extra-CPU cost for a hybrid DFT-based MD, we
chose to keep to local BLYP MD simulations in the present
work. New functionals have recently been implemented to
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better describe exchange and correlation potentials,35,36 and
first results on vibrational spectroscopy are promising.37,38

Rothlisberger’s group has also contributed to including
dispersion terms in the DFT formalism in the context of the
Car-Parrinello methodology.39,40 When dealing with charged
species, as is the case here, this latter contribution is less
important since the dominant interactions correspond to
electrostatic forces, which are reasonably well estimated at
the DFT level.

Deprotonated phosphorylated serine, noted hereafter
[pSer-H]-, is the first building block of a series of depro-
tonated phosphorylated peptides of increasing size and
complexity that we characterize by combined vibrational
experiments and MD simulations. DFT-based MD simula-
tions are applied in the present theoretical investigation in
order to assess the dynamics approach to the calculation of
the IR spectrum of such a “model” system and its subsequent
application to bigger phosphorylated peptides. Our main
contribution is to quantify temperature and nonharmonic
effects of [pSer-H]- in the mid-IR domain, in a direct way.

The remainder of the paper is organized as follows: part
2 is dedicated to the description of the methods used. Results
are divided into three parts, with (1) the characterization of
the potential energy surface of [pSer-H]- and the dynamics
at room temperature, (2) the infrared spectroscopy at room
temperature from Car-Parrinello dynamics, and (3) the
characterization of anharmonic effects on the vibrational
bands.

2. Computational Methods

2a. Static Calculations. The potential energy surface
(PES) of [pSer-H]- was initially explored at the B3LYP/6-
31+G(d) and BLYP/6-31+G(d) levels. The choice of this
basis set follows our previous calibration work on protonated
and deprotonated phosphorylated amino acids.24-26 Har-
monic frequencies have been calculated in order to check
that optimized structures are minima on the PES. The
structures of lowest energies, pSer-H_1, pSer-H_2, pSer-
H_3, and pSer-H_4 (see below) have been subsequently
reoptimized at the BLYP/6-311++G(d,p) and B3LYP/6-
311++G(d,p) levels, followed by harmonic frequency
calculations. Moreover, the two most stable conformers
(pSer-H_1 and pSer-H_2) have been further optimized at

the BLYP/aug-cc-pVTZ and B3LYP/aug-cc-pVTZ levels,
and we also have performed single point calculations for
pSer-H_3 and pSer-H_4 at the BLYP/aug-cc-pVTZ using
the BLYP/6-31+G(d) optimized geometries. This calibration
study was carried out to check that the energetic order of
the low energy structures was unchanged. Energies are
reported in Table 1. All calculations were performed using
the Gaussian03 package.41

2b. DFT-Based Molecular Dynamics Simulations. The
DFT-based Car-Parrinello molecular dynamics (CPMD)
simulations performed in this work follow the general setup
of our previous simulations.12,14,28,31,32 All simulations were
carried out with the CPMD package.27 We used the Becke,
Lee, Yang, and Parr (BLYP) gradient-corrected functional42,43

for the exchange and correlation terms. The one electron
orbitals are expanded in a plane-wave basis set with a kinetic
energy cutoff of 90 Ry restricted to the Γ point of the
Brillouin zone. Medium soft norm-conserving pseudopoten-
tials of the Martins-Trouillier type44 are used. The core-
valence interaction in C, N, and O is treated by s and p
potentials with pseudization radii of 1.23, 1.12, and 1.05 au,
respectively (taking the same radius for s and p), while H
atoms are treated as an s potential with a 0.5 au radius. The
core-valence interaction in (neutral) P is treated by s, p,
and d potentials with pseudization radii of 1.5 (s), 1.5 (p),
and 1.09 (d) (in au). We have added d-states taken from the
1s22s22p63s13p1.753d0.25 configuration of the ion. Energy
expectation values are calculated in reciprocal space using
the Kleinman-Bylander transformation.45

The value of 90 Ry for the energy cutoff of the plane wave
expansion of the wave function has been chosen with the
following scheme. We have checked that the difference of
energy between the different structures identified in the all
electron BLYP/6-31+G(d) geometry optimizations is cor-
rectly reproduced with single point energy calculations using
the plane wave basis set and the pseudopotentials of the
Car-Parrinello setup. Two energy cutoff values for the
plane-wave expansion have been checked, 90 and 110 Ry.
Both give the same energy order and nearly identical energy
differences with respect to the most stable conformer, as
reported in Table 1. As there is no difference between the
two plane wave basis sets, we chose the lower energy cutoff
of 90 Ry. The energy differences given by the plane-wave

Table 1. Relative Energy Values (kcal/mol) between the Optimized Configurations of [pSer-H]-b

B3LYP/all electron BLYP/all electron

6-31+G(d) 6-311++G(d,p) aug-cc-pVTZ 6-31+G(d) 6-311++G(d,p) aug-cc-pVTZ CPMD/BLYP

isomer
without

ZPE
including

ZPE
without

ZPE
including

ZPE
without

ZPE
including

ZPE
without

ZPE
including

ZPE
without

ZPE
including

ZPE
without

ZPE
including

ZPE 90 Ry 110 Ry

pSer-H_1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0 0.00 0.00
pSer-H_2 1.46 0.64 1.75 0.94 1.19 0.59 1.30 0.47 1.55 0.75 1.03 0.47 0.84 0.92
pSer-H_3 3.89 3.71 5.69 5.38 - - 2.54 2.37 4.18 3.91 4.59a - 4.45 4.42
pSer-H_4 3.94 3.69 5.79 5.38 - - 2.60 2.37 4.31 3.94 4.74a - 4.46 4.44
pSer-H_5 11.89 10.80 - - - - 11.45 10.47 - - - - 10.75 10.71
pSer-H_6 11.89 10.91 - - - - 10.92 10.02 - - - - 10.93 10.92
pSer-H_7 11.89 11.05 - - - - 11.42 10.67 - - - - 11.02 10.99
pSer-H_8 13.76 13.26 - - - - 13.57 13.03 - - - - 13.73 13.71

a Single points over the optimized BLYP/6-31+G(d) geometries. b B3LYP and BLYP calculations refer to all electron geometry
optimizations performed with the Gaussian03 package. CPMD refers to DFT/BLYP/pseudopotential single point calculations performed with
a plane-wave basis set of 90 or 110 Ry with the CPMD package. See text for more details. ZPE stands for Zero Point Energy.
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calculation are very similar to those obtained at the all
electron BLYP/aug-cc-pVTZ level. Note that the BLYP and
B3LYP energy differences are nearly identical, apart for
isomers pSer-H_3 and pSer-H_4 for which the energy
difference with respect to the conformation of lowest energy
(pSer-H_1) is underestimated by the BLYP calculations
(∼1.5 kcal/mol). This has however no consequence in the
present work, as it turns out that these salt bridge conforma-
tions are not explored during the dynamics.

Car-Parrinello dynamics (CPMD) were performed in the
microcanonical ensemble (at constant volume and internal
energy) using a fictitious electron mass of 400 au and a time
step of 4 au (0.096 fs), see our previous papers for further
details.12,14,28,31,32 Gas-phase simulations were carried out
with the decoupling technique of Martyna and Tuckerman46

in order to eliminate the effect of the periodic images of the
charge density. A cubic box length of 20 Å was selected
after performing a series of wave function optimizations of
pSer-H_1 and pSer-H_2 isomers in boxes of increasing
length. We found that from 20 Å on, the electronic energy
of the isolated molecule is converged within 10-5 au, which
ensures that the wave function of the isolated anion is entirely
contained in the box cell. CPMD simulations reported here
consist of two steps: an equilibration phase of 1-2 ps
partially performed with a control of temperature through
velocity rescaling, followed by data collection over trajec-
tories of ∼14-18 ps where molecular dynamics are strictly
microcanonical. We have performed three dynamics, one at
∼20 K (17.1 ps) and two at ∼300 K (17.9 and 13.9 ps).
Room temperature has been chosen for consistency with the
average temperature of the IR-MPD experiments. Initial
velocities were chosen in a Boltzmann distribution centered
at the desired temperature. The average molecular temper-
ature and average temperatures of each atomic type obtained
for the simulations are shown in Table 2. Equipartition of
energy over all degrees of freedom is globally respected in
each simulation (keeping in mind that definition of temper-
ature for such a small system is always questionable). It is
especially difficult to achieve a proper equipartition of energy
for low temperature dynamics within the short time-scale
that can be afforded by CPMD. One can thus note that, on
average, only the carbon atoms are slightly too warm during
the low temperature dynamics; we will come back to this
point when discussing infrared intensities. The final “room
temperature” infrared spectrum presented here has been
averaged over the two trajectories.

The calculation of the infrared absorption coefficient, R(ω),
makes use of the relation involving the Fourier transform of
the time correlation of the total dipole moment of the
molecule M(t), according to ref 29

R(ω)n(ω) ) 2π�ω2

3cV ∫-∞

+∞
〈M(t)M(0)〉eiωtdt (1)

where � ) 1/kBT, n(ω) is the refractive index, c is the speed
of light in vacuum, and V is the volume of the simulation
box. The angular brackets in formula (1) indicate a statistical
average. Note that in this formula we have taken into account
a quantum correction factor (multiplying the classical line
shape) of the form �pω/(1-e-�pω), which was shown to give
the most accurate results for IR intensities.31,32 For a
complete discussion on quantum corrections, we refer the
reader to refs 47 and 48. The IR spectrum is defined as
the product R(ω)n(ω), with ω in cm-1. M(t) is the dipole
moment of the molecule at time t, which is the sum of the
nuclear and electronic contributions. The dipole moment of
the box cell is calculated with the Berry phase representation,
as implemented in the Car-Parrinello framework and
described in details previously (see for instance ref 31). The
final spectra were smoothed with a window filtering applied
in the time domain, which corresponds roughly to the
convolution of the bare spectrum by a 10-20 cm-1 width
Gaussian function. This convolution has the only purpose
to remove the numerical noise arising from the finite length
of the Fourier transform of eq 1. We have checked that the
durations of the dynamics performed here are sufficient to
obtain converged IR intensities (i.e., the latter are not
modified upon increasing the dynamics duration).

Comparison of IR absorption intensities calculated within
either the static or the dynamics formalisms to the ones
obtained in IR-MPD experiments is certainly not well
understood. Equation 1 for IR signal relies on linear response
theory and is strictly valid for one-photon linear IR absorp-
tion spectroscopy. IR-MPD on the other hand is a multipho-
ton IR absorption process leading to the fragmentation
of the molecule: the recorded signal is the fragmentation yield
as a function of the IR excitation wavelength. It is thus an
indirect measurement of IR absorption, in contrast to the
usual linear IR spectroscopy. Calculations and experiments
are therefore not directly comparable for band intensities,
giving rise to possible discrepancies. The direct simulation
of IR-MPD spectra, with a clear theoretical expression of
signal intensity in terms of dynamical quantities, remains
an open question.

In all of our previous applications of CPMD to IR
spectroscopy (gas and liquid phase calculations in the
800-2000 cm-1 range)12,14,28,31,32 we have systematically
found that our calculated infrared spectra have to be blue-
shifted by 100 cm-1 so that all of the calculated bands are
aligned with their experimental counterparts. As a conse-
quence, although our CPMD calculations do not give the
proper absolute values of band positions, they do yield
accurate band-gaps between the active bands. We stress again
that a global translation is applied to the spectrum, not a
scaling factor. This empirical finding is in contrast to static
ab initio calculations where a scaling factor is used to correct
the theoretical predictions with respect to the observed
frequencies (in order to compensate for both the level of
theory and anharmonicities). The origin of this is at the
moment unclear to us. Effects of the fictitious mass, which
leads to instantaneous Car-Parrinello forces being different

Table 2. Average Ionic Temperatures (Kelvin) Obtained in
the Microcanonical Car-Parrinello Molecular Dynamics
Simulations Performed in This Work

CPMD <T> <TC> <TH> <TO> <TN> <TP>
17.1 ps 13 ( 2 18 ( 4 12 ( 2 12 ( 1 13 ( 0 11 ( 2
17.9 ps 245 ( 30 220 ( 25 232 ( 41 267 ( 22 281 ( 36 237 ( 8
13.9 ps 298 ( 23 297 ( 1 309 ( 37 290 ( 20 292 ( 5 268 ( 30
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from Born-Oppenheimer (BO) ones whatever the fictitious
mass value49,50 is certainly important, and indeed the blue-
shift of 100 cm-1 can be reduced when performing CPMD
with smaller fictitious masses for the propagation of the
electronic wave function. This is though at the cost of more
expensive simulations. However, it has been demonstrated49,50

that the CP forces can be brought into good agreement with
the BO forces by simply rescaling the nuclear masses (thus
leading to “dressed atoms”). Applying the mass scaling
procedure49 and averaging the results over all atoms of [pSer-
H]-, we find that blue shifts of 25 cm-1 and 100 cm-1 have
to be applied, for the harmonic (20 K) and nonharmonic (300
K) dynamics performed in the present work, respectively.
We have hence recovered the 100 cm-1 translation empiri-
cally found in our previous dynamics at 300 K. The 25 cm-1

translation nicely leads to the alignment of the harmonic
CPMD spectrum (13 K) with the 0 K all electron spectrum
computed at the BLYP/aug-cc-pVTZ level of theory (see
Figure 1 in the Supporting Information and further details
in part 3 below). In the rest of the paper, the above-mentioned
translations have been applied to the calculated spectra. Note
that performing a Born-Oppenheimer dynamics (free from
the fictitious mass) remains about 10 times slower than a
Car-Parrinello dynamics (within the CPMD code). This
explains why vibrational spectroscopy calculations are
performed with the CP algorithm despite the consequences
of the use of the fictitious mass on absolute vibrational
frequencies.

Assignment of the vibrational bands extracted from MD
simulations has been achieved with the localization and
decomposition procedure developed previously51,52 with the
associated Potential Energy Distribution (PED) quantifica-

tion. This procedure goes beyond the Vibrational Density
Of States (VDOS) analysis usually performed in the litera-
ture. Assignments have been done in terms of nonredundant
Pulay internal coordinates (see ref 51 for more details). They
are given for the two trajectories performed in this work,
i.e. harmonic low-temperature dynamics and nonharmonic
room-temperature dynamics. As presented in refs 51 and 52,
our assignment method turns out to provide “effective normal
modes”. The ones extracted from the low-temperature
harmonic dynamics are identical to the harmonic normal
modes that are calculated by diagonalizing a Hessian matrix.
The “effective normal modes” extracted from the 300 K
nonharmonic dynamics take into account temperature and
anharmonicities of the dynamics. We have compared the
vibrational assignments for the harmonic and nonharmonic
dynamics in order to assess how the modes can be modified
by anharmonicities and temperature. Furthermore, we take
the opportunity to quantify how much the room-temperature
modes resemble or differ from the pure harmonic normal
modes by projecting the room-temperature modes onto the
normal modes extracted from the harmonic dynamics. In that
way, we are able to assess how the harmonic normal modes
can be relevant for the interpretation of the vibrational bands
that are recorded at finite temperature in the experiment.
Results will be presented in the following section.

3. Results

3.1. Geometry Optimizations. All electron geometry
optimizations led to the eight isomers/conformers depicted
in Figure 1. Their relative energies are gathered in Table 1.
Three families can be identified, depending on the proton-

Figure 1. Schematic representation of the eight isomers of the deprotonated phosphorylated Serine [pSer-H]- identified in this
work. Relative energies between the isomers have been reported using the CPMD setup (plane-wave basis set of 90 Ry and
pseudopotentials) and in parentheses using the all electron BLYP/6-311++G** calculations (either optimized geometries or
single point energies on the BLYP/6-31+G(d) geometry optimizations, see Table 1).
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ation state of the phosphate group and the N- and C-termini
of the amino acid (OPO3H2/OPO3H-, NH3

+/NH2, COOH/
COO-). They are respectively identified as (1) deprotonated
on the phosphate group (HPO3), see structures pSer-H_1,
pSer-H_5, pSer-H_6, pSer-H_7, and pSer-H_8 in Figure 1,
(2) deprotonated on the acid (COO-), see structure pSer-
H_2, and (3) salt-bridge structures with deprotonated phos-
phate and acid, and protonated amine, see pSer-H_3 and
pSer-H_4. Structures pSer-H_1 and pSer-H_2 are found to
be the lowest in energy, with an energy difference smaller
than ∼1.5 kcal/mol whatever the density functional and basis
set employed. The energy difference is decreased to less than
∼1.0 kcal/mol when including the zero point vibrational
energy, see Table 1. The BLYP and B3LYP relative energies
are in excellent agreement with each other, with less than
0.5 kcal/mol difference in most cases (pSer-H_3, pSer-H_4,
and pSer-H_5 have slightly larger differences of 1-1.5 kcal/
mol).

pSer-H_1 and pSer-H_2 can be seen as folded geometries
displaying strong hydrogen bonds between the phosphate and
amino groups. They differ by a simple proton transfer
between the phosphate and the carboxylate. The conforma-
tions of higher energy mostly display less folded geometries
that therefore give less opportunity for the phosphate group
to form hydrogen bonds with the amine or the acid.

The geometry of pSer-H_1 displays two strong and one
weak H-bonds. The two strong H-bonds are formed between
the COOH and one PO (COOH...OP H-bond distance and
angle are respectively 1.529 Å and 172° at the BLYP/aug-
cc-pVTZ level) and between the NH2 and the same PO
(2.009 Å and 140° at the BLYP/aug-cc-pVTZ level). A weak
H-bond is formed between the amine and the POH
(H2N...HOP ) 2.281 Å and 140° at the BLYP/aug-cc-pVTZ
level). In the geometry of pSer-H_2 the two POH groups

are involved in strong hydrogen bonds, one with the
carboxylate COO-...HOP (1.597 Å and 178° at the BLYP/
aug-cc-pVTZ level) and one with the amine H2N...HOP
(1.758 Å and 160° at the BLYP/aug-cc-pVTZ level).

3.2. Dynamics at 300 K. We have performed two
dynamics at room temperature. The average temperatures
obtained are reported in Table 2. One dynamics was begun
from the optimized geometry pSer-H_2. As illustrated in
Figure 2, this geometry changes within 2 ps of dynamics,
when a proton transfer occurs from the POH group initially
H-bonded to COO-. This leads to an isomer bearing a
deprotonated phosphate and a protonated acid. We never
observed any proton transfer back from the COOH to the
phosphate group during the dynamics. Figure 2 also shows
that the remaining POH group is highly fluxional, with very
little probability for a POH...NH2 hydrogen bond. Note that
the proton transfer occurs during the period of thermalization
process of the dynamics, but we have checked that this event
is not related to the velocity rescaling procedure, as the latter
only takes place during the first 500 fs of thermalization,
well before the proton transfer event. In order to shed some
light as to why no proton transfer back to the phosphate
group is observed during the length of our dynamics, we
have extracted the free energy profile of the proton transfer
from the dynamics. This is calculated as -kT lnP(H) where
P(H) is the probability histogram related to the sampling of
the reaction coordinate for the proton transfer between the
phosphate and the acid along the dynamics. We found that
the free energy barrier from pSer-H_2 to the transition state
is ∼0.8 kcal/mol and that the free energy barrier from pSer-
H_1 to the transition state is ∼3.1 kcal/mol. These values
explain why the energy barrier is easily overcome during a
room temperature dynamics taking place in the basin of pSer-
H_2 but is not so easily overcome once trapped in the basin

Figure 2. Car-Parrinello molecular dynamics simulation at 300 K. Evolution with time of (PO)H.. .N(H2) and (PO)H.. .OCO
distances, in order to illustrate the conformational dynamics between “pSer-H_1” and “pSer-H_2” types of geometries during the
dynamics: proton transfer from POH to the acid.
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of pSer-H_1. Note that the addition of nuclear quantum
effects is expected to decrease these values. On the other
hand, the free energies calculated from the optimized
geometries of pSer-H_1, pSer-H_2 and the saddle-point
connecting them, within the harmonic approximation, give
a slightly different view. Depending on the basis set used,
the free energy barrier to be overcome from pSer-H_2 varies
in the range 0.2/-0.2 kcal/mol and the one to be overcome
from pSer-H_1 is 0.3/0.7 kcal/mol. These values suffer from
the harmonic approximation though, which is not the case
for the free energies extracted from the dynamics. Yet short
propagation times may lead to an overestimation of the
barriers. Low energy barriers would lead to the dynamical
sampling of regions of the PES mostly outside the minima,
while higher energy barriers would do the opposite. The latter
is confirmed by the present dynamics and thence very good
reproduction of the IR-MPD signatures, Vide infra, therefore
supporting the free energy values extracted from the dynamics.

The last configuration (positions and velocities) of this
dynamics was used as a starting point for the second
dynamics performed here, with an initial rescaling of
velocities and thermalization procedure in order to randomize
the velocities.

The two dynamics were propagated in the microcanonical
ensemble for 17.9 and 13.9 ps, respectively, and we find
that they both take place within the basin of “pSer-H_1”,
with small distortions of the skeleton from the optimized
geometry: the skeleton dihedrals differ by no more than 20°
from those of the optimized configuration. As reported in
Table 2, the average temperatures of the dynamics are 245
and 298 K.

As reported in Figures 3 and 4, we can see that a PO...
HOC)O H-bond is present at room temperature at a very

short distance of ∼1.61 Å on average and is almost never
broken (Figure 3a). PO is, on average, simultaneously
involved in a supplementary weak H-bond with one of the
hydrogen atoms of the amine. The average PO...HNH
distance is ∼2.16 Å, and we can observe an exchange of
the amine hydrogen involved in the H-bond over time (Figure
3b-c). There is thus enough internal energy at room tem-
perature to overcome the barrier to the rotation of the amine
group and the associated breaking/reforming of the H-bond
with the neighboring PO group. Note that Figure 3d indeed
confirms the rotation of the NH2 group. There is no
POH...NH2 H-bond formed, on average (Figure 4a). This
distance indeed evolves between 2.0 and 5.5 Å along the
two dynamics, displaying transient very short periods of time
during which a H-bond can actually be seen. At room
temperature, there is an easy rotation around the P-OH bond,
as nicely illustrated by the time evolution of the two
POH...OP distances (Figure 4b-c): the H atom is seen to
alternate short intermolecular distances with the two PO
oxygens along the time. This rotation explains why no
POH...NH2 H-bond can be formed during the dynamics. On
average, the phosphate group is therefore composed of one
free PO bond, while the second PO is involved in two
simultaneous hydrogen bonds with the amine N-H (weak
H-bond) and the acid O-H (strong H-bond). POH is free of
any hydrogen bonding, on average.

3.3. Infrared Spectroscopy at 300 K. The infrared spec-
trum extracted from the room temperature dynamics is shown
in Figure 5, together with the experimental IR-MPD spec-
trum. We find that the calculated spectrum of [pSer-H]- at
300 K displays a good agreement of band widths with the
IR-MPD experiment. The positions of the bands obtained
in the present calculation differ by 10-20 cm-1 from their

Figure 3. Car-Parrinello molecular dynamics simulations at 300 K. Evolution with time of selected possible hydrogen bond
distances reported for the two room temperature dynamics performed in this work (average temperatures of the dynamics - see
Table 2: 245 K (left) and 298 K (right)). Selected distances are illustrated with arrows.
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IR-MPD values, while the experimental band gaps are very
well reproduced by our calculation.

The following assignments of the vibrational bands are
summarized in Table 3. The two bands located in the
1600-1800 cm-1 region of the spectrum are respectively
assigned to the CdO stretching (∼1715 cm-1) and to the
N-H scissoring (∼1675 cm-1) motions. The shape and
breadth of the experimental feature at 1660-1740 cm-1

suggests that it is composed of two bands, as indeed our

calculations show. Its higher frequency part is consistent with
a carboxylic group as opposed to a carboxylate.26,53 Note
that the low intensity experimental band at ∼1600 cm-1 has
no counterpart in our calculation.

The bands in the 1500-700 cm-1 calculated spectrum are
related to vibrations predominantly arising from the phos-
phate and to a lesser extent from the acid. The band located
between 1520 and 1420 cm-1 with a sharp feature at
1500-1470 cm-1 is due to C-OH stretching and bending,

Figure 4. Car-Parrinello molecular dynamics simulations at 300 K. Evolution with time of selected possible hydrogen bond
distances reported for the two room temperature dynamics performed in this work (average temperatures of the dynamics - see
Table 2: 245 K (left) and 298 K (right)). Selected distances are illustrated with arrows.

Figure 5. Infrared spectrum of [pSer-H]- extracted from the harmonic Car-Parrinello dynamics (13 K on average, bottom of
the figure) and the room temperature nonharmonic Car-Parrinello dynamics (271 K as the average from the two CPMD performed
in the present work, medium of the figure). The experimental IRMPD spectrum is reported at the top of the figure. Wavenumbers
displayed on top of the bands are reported in cm-1. Assignment of the bands can be found in the text. See Table 3 for the
summary of the vibrational interpretation of the IRMPD spectrum as found from the room temperature dynamics performed in
the present work.
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while the ∼1430 cm-1 shoulder is due to the adjacent CH2

rocking motion. The higher frequency part of the ∼1320-1220
cm-1 band arises from the free PO stretching (∼1303 cm-1),
also with a very low participation of the H-bonded PO
stretching, and the lower frequency part is due to the
stretching-bending of the C-OH (∼1245 cm-1). The COH
motions are thus split into two bands separated by ∼240
cm-1. Within the large feature between 1000 and 1120 cm-1,
the main peak at ∼1075 cm-1 comes from the stretching
motion of the hydrogen bonded PO. The two shoulders on
both sides of this broadband are related to N-C stretching
and NH2 wagging around the C-N bond (also noted C-NH2

wagging) (∼1145 cm-1) and to combined skeleton OCC
scissoring and C-NH2 wagging (∼1024 cm-1). Globally,
the 1000-700 cm-1 calculated domain appears to suffer the
largest band displacements with respect to experiment. The
low intensity band calculated at ∼930 cm-1, due to a
combination of N-C stretching and POC bending, has no
experimental counterpart. The ∼871 cm-1 band arises from
the skeleton OCC scissoring motion, while stretching of the
P-OH gives rise to the main ∼813 cm-1 peak. The 700-775
cm-1 bands come from more delocalized skeleton torsions.
At least 2 peaks can be seen in the 800 cm-1 IR-MPD band.
It is conceivable that the 813 cm-1 peak is well reproduced
by our calculation, while the 871 cm-1 calculated band is
blue-shifted by 32 cm-1 relative to experiment.

The IRMPD experimental active bands in the 1400-1800
cm-1 domain are therefore signatures of the acid and amine
groups of the amino acid. In fact, the signatures of the acid
(CdO at higher frequencies and COH at lower frequencies)
are mainly observed, while the signature of the amine can
only be seen in the tail of the CdO band. The three
remaining experimental bands in the intermediate 800-1400
cm-1 range come solely from the phosphate group. There is
a band gap of 228 cm-1 between the signatures of the free
(1303 cm-1) and H-bonded (1075 cm-1) PO groups, while
the band at lower frequency reflects the vibrations of the
phosphate POH group. The signature of the H-bonded PO
is red-shifted from the free PO, as expected upon formation
of a hydrogen bond, and the large 228 cm-1 red-shift
obtained here reflects the energetically strong H-bond that
is formed between PO and COH.

All of these bands reproduce the IR-MPD bands in both
positions and shapes. The present dynamical treatment thus
appears to capture adequately the anharmonicities and mode

couplings in such a way that most band positions and shapes
are rather accurately reproduced.

3.4. Harmonic Spectra. In order to obtain a more detailed
understanding of the vibrational signatures of [pSer-H]- at
room temperature, it is useful to compare them to those of
the harmonic spectrum. The latter has been calculated in two
different ways: low temperature CPMD and static calcula-
tions (all-electron Gaussian calculations41 and Hessian-based
calculation through the CPMD package). At very low
temperatures (an average temperature of 13 ( 2 K was used
here, see Table 2) the dynamics becomes effectively har-
monic to a very good approximation. If the exact same
procedure were used to calculate the energy, this calculation
would be nearly identical to the more common Hessian-based
calculation at the optimized geometry, as shown in Table 3
of the Supporting Information. Note that in principle, even
at the low temperature used here for the dynamics, very small
barriers on the potential energy surface (e.g., 10 cm-1) could
be overcome, leading to deviations from the harmonic
approximation. In order to evaluate whether this occurs in
the present case, root-mean-square deviations on bond-
lengths and bond-angles along the 13 K dynamics are
presented: bond-lengths fluctuate in the range 0.004-0.009
Å (apart H-bond distances that fluctuate by up to 0.02-0.03
Å) and bond-angles vary within 1.9-3.0°. These very small
variations of the molecular geometry confirm that the
harmonic approximation of the potential energy surface is
correct in the 13 K dynamics. Such small fluctuations cannot
therefore have any significant influence on the calculated
frequencies.

Although the same density functional is used (BLYP), the
CPMD calculations (dynamics and Hessian-based) involve
a plane wave valence basis set together with core pseudo-
potentials, instead of the all-electron Gaussian basis set used
in the Hessian-based static calculation. Thus the low tem-
perature CMPD dynamics calculation has a 2-fold goal: (1)
calculate the harmonic CPMD IR spectrum and compare it
to the static calculations in order to validate our CPMD setup
and (2) discuss vibrational anharmonicities of [pSer-H]- at
room temperature by comparing the low and room temper-
ature spectra extracted at exactly the same level of theory.
Furthermore, comparison of the CPMD Hessian-based
harmonic spectrum to the 13 K CPMD dynamics harmonic
spectrum is presented in order to demonstrate that the average
25 cm-1 translation that we apply to the 13 K dynamics
harmonic spectrum (due to the use of the fictitious mass in
the dynamics) is correct.

The static harmonic normal-mode frequencies of the
conformation of lowest energy (pSer-H_1) calculated with
the BLYP and B3LYP functionals and three different basis
sets are reported in Table 1 in the Supporting Information
(no scaling factor applied). For each functional investigated
here, the frequencies vary on average by (10 cm-1 when
changing the basis set, and slight variations in some peak
intensities can also be observed. The corresponding IR
spectra are plotted in Figure 2 of the Supporting Information
for the specific case of the aug-cc-pVTZ basis set. In this
figure scaling factors of 0.9669 and 0.9962 have been applied
to the B3LYP and BLYP frequencies, respectively.54 These

Table 3. Summary of the Vibrational Interpretation of the
IRMPD Spectrum As Found from the Room Temperature
Dynamics Performed in the Present Worka

IRMPD band
position (cm-1)

assignments from
300 K CPMD

1730 CdO stretch (acid)
1294 free PO stretch

(phosphate)
1095 H-bonded PO

stretch (phosphate)
810-838 P-OH stretch

(phosphate)

a The interpretation reported here corresponds to the main
assignments from the dynamics. See Text-Part 3, for the details.
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values are taken from 6-311G(d,p) basis set calculations, as
this is the largest basis set investigated in ref 54. BLYP and
B3LYP spectra display exactly the same vibrational features,
with the B3LYP frequencies being on average 10-20 cm-1

higher than the BLYP frequencies. The two functionals
therefore perform similarly.

We performed a 17.1 ps CPMD dynamics at 13 K starting
from pSer-H_1. As expected at such a low temperature, the
average geometry obtained during the dynamics remains very
close to the optimized one, as shown in Table 2 in the
Supporting Information where structural parameters are
reported. In particular, the three hydrogen bonds in the
optimized geometry discussed above are maintained at 13
K. The only significant difference comes from the POH...N
H-bond distance that is found to be 0.13 Å longer in the
dynamics. This is mainly a basis set rather than a temperature
effect, as this distance is optimized at 2.28 Å with the largest
aug-cc-pVTZ basis set and increases with the basis set
growth, to be compared to its average value of 2.33 Å from
the dynamics.

The frequencies extracted from the 13 K dynamics
harmonic spectrum are compared to the frequencies obtained
from the Hessian-based calculation in Table 3 of the
Supporting Information, all obtained within the CPMD setup.
Two schemes have been applied for the Hessian-based
calculation, Linear Response (LR) and Finite Difference
(FD), that give identical results within 0-2 cm-1. The
frequencies extracted from the 13 K harmonic spectrum differ
from the Hessian-based frequencies by an average 7 cm-1.
This is the result of the mean 25 cm-1 translation we apply
to the dynamical spectrum to take care of the fictitious mass
and not from deviations from harmonicities in the 13 K
dynamics as already demonstrated above. It is worth noting
that the frequencies of the movements implying heavy atoms
are identically found in the spectra extracted from the
dynamics and the static Hessian-based. In the rest of the
paper we only make use of the harmonic spectrum extracted
from the 13 K CPMD dynamics.

The harmonic CPMD IR spectrum is presented in Figure
5 together with the 300 K CPMD and the experimental
IRMPD spectra. It is also shown in Figure 1 of the
Supporting Information along with the all electron BLYP/
aug-cc-pVTZ IR spectrum. Frequencies in the 600-1800
cm-1 region obtained with the 6-31+G(d), 6-311++G(d,p),
and aug-cc-pVTZ basis sets using B3LYP and BLYP
functionals are reported in Table 1 of the Supporting
Information, for the sake of comparison. We immediately
observe that the spectrum extracted from the dynamics
displays the same features as the all electron BLYP spectrum,
apart from slight shifts in the band positions. On average,
CPMD frequencies differ by 10-20 cm-1 from the all
electron frequencies, the largest discrepancies being observed
below 800 cm-1. Differences observed in the intensities can
be traced back to the equipartition of energy, which is
difficult to achieve at low temperature and within such a
short dynamics time scale. As a consequence, the participa-
tion of cold atoms involved in active bands is underestimated
(thus usually underestimating the corresponding IR intensi-
ties), while the participation of warm atoms involved in active

bands is overestimated (thus usually overestimating IR
intensities). As seen in Table 2, carbon atoms are, on average,
the warmest atoms, which will be one main reason for the
high intensities of the δ(COH) (1444 cm-1) and ν(CdO)
bands (1648 cm-1) as well as for the 912 and 999 cm-1 bands
whose signatures can be traced back to carbon atoms.

As for the 300 K spectrum, the 13 K harmonic spectrum
in Figure 5 may be interpreted using our localization and
decomposition procedure.51,52 The bands in the 1800-1400
cm-1 domain are due to the stretching motion of CdO (1648
cm-1) and combined stretch-bend of COH (1444 cm-1). The
shoulder at 1610 cm-1 arises from the amine scissoring
motion. The main signature of the ∼1200-1300 cm-1 band
is due to the free PO stretching (1246 cm-1). The satellite
bands are respectively arising from CH rocking and C-OH
stretch (1264 cm-1), NH2 rocking (1217 cm-1), and C-OH
stretching (1192 cm-1). The large 1100-800 cm-1 band is
composed of POH bending and free PO stretch (1102 cm-1),
C-OH wagging (1081 cm-1), CH2 rocking (1040 cm-1),
H-bonded PO stretch (999 and 962 cm-1), C-NH2 wagging
(912 cm-1), N-C stretch (866 cm-1), and COOH wagging
around the C-C bond (800 cm-1). The 757-774 cm-1 bands
are assigned to the OH stretch of POH and the lower
frequencies to more delocalized modes (NH2/COOH part at
712 cm-1 and phosphate part at 662 cm-1).

It is worth noting that the harmonic COH bending mode
observed here at 1444 cm-1 is blue-shifted by about 200
cm-1 from the same bending motion of the COH group when
it is not involved in hydrogen bonding as is the case for
conformers pSer-H_5 to pSer-H_8, see Figure 1. Blue shifts
on bending motions are expected from the formation of
hydrogen bonds, and such a strong displacement reflects the
energetically strong H-bond that is formed between the PO
and the acid group of [pSer-H]-.

3.5. Vibrational Anharmonicities and Mode Couplings
at 300 K. Comparison of the spectra extracted from the
harmonic (low temperature) and nonharmonic (room tem-
perature) dynamics allows us to quantify vibrational shifts
due to the combination of temperature driven conformational
dynamics, vibrational anharmonicities (anharmonic oscilla-
tors and mode couplings), and dipole anharmonicities
(beyond the electrical harmonic approximation), since band
shifts are the result of these combined effects. The anhar-
monic spectrum is globally shifted toward higher frequencies
with respect to the harmonic spectrum, with an average blue-
shift of ∼50-60 cm-1. Though blue-shifts upon anharmo-
nicities and mode couplings have already been observed by
Gerber et al. on other peptide models in the same frequency
range,55-58 the systematic blue-shift obtained here is puz-
zling, and might be entirely fortuitous and due to the DFT
PES. However, it remains that upon this blue-shift the
anharmonic spectrum is perfectly aligned with the IR-MPD
spectrum and provides a very good account of the experi-
mental signatures.

Following ref 55, we define the percentage of anharmo-
nicity of a mode by (νanharm - νharm)*100/νanharm where νharm

and νanharm are respectively the harmonic and anharmonic
frequencies of a given mode. In the frequency region
investigated here, we find that this percentage is 4% on
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average, apart for the stretching movements of the H-bonded
PO (1075 cm-1 in the 300 K anharmonic spectrum) and free
P-OH (813 cm-1 in the 300 K anharmonic spectrum), where
the anharmonicities are respectively 10.5% and 7%. Interest-
ingly, the C-OH stretching movement (1245 cm-1 in the
300 K anharmonic spectrum) is only 4% anharmonic, even
though this group is hydrogen bonded to PO.

As described in the method section above, we are able to
describe and quantify the anharmonic vibrational modes in
terms of the harmonic modes. We find that the CdO
stretching, NH2 scissoring, and COH bending modes in the
1400-1800 cm-1 domain can be fully described by the
corresponding harmonic modes, implying that these modes
undergo no anharmonic coupling to other modes. As a
consequence, the blue-shifts of these bands at 300 K relative
to 13 K and the average 4% anharmonicity of these modes
appear to be due to the intrinsic anharmonicities arising from
the potential energy surface and transition dipole moment
of the related vibrational motions.

On the contrary, the three phosphate bands located at 1303,
1075, and 813 cm-1 display couplings to several harmonic
modes. Hence, the 1303 cm-1 free PO stretch anharmonic
mode has two major components, 60% from the 1246 cm-1

PO stretch harmonic normal mode and 25% from the POH
bending harmonic normal mode at 1102 cm-1. The 1075
cm-1 H-bonded PO stretch is a stiffer vibrational mode as it
displays less mode coupling, though two major components
are found: 76% of this mode is represented by the 999 cm-1

PO stretch harmonic normal mode, together with 7% of the
C-OH wagging 1081 cm-1 harmonic mode. The 813 cm-1

mode displays an intermediate state in mode couplings, with
69% and 18% from the 774 and 757 cm-1 harmonic modes,
respectively, although both harmonic modes correspond to
a splitting of the harmonic P-OH stretch. These couplings
certainly participate to the blue shifts of the bands obtained
at room temperature.

4. Conclusions

The IR spectrum of deprotonated phosphorylated serine
[pSer-H]- extracted from the present DFT-based room
temperature molecular dynamics simulations gives a good
account of the experimental IRMPD spectrum. Band posi-
tions and shapes are in very good agreement with the
experiment, and, as already mentioned, intensities obtained
from the one-photon absorption calculations performed here
should not be directly compared to the fragmentation yield
recorded in the experiment. The comparison of the room
temperature calculated spectrum to the low temperature
harmonic one calculated at the same level allows for detailed
insight into temperature effects. It is found that temperature
induces large changes in the IR spectrum, as illustrated by
the blue shifts of a number of the main bands observed from
13 to 300 K. These shifts, the subsequent merging of certain
bands and changes in their assignments, the broadening of
the bands, are direct results of anharmonicities (from both
the potential energy surface and the dipole moment) and
mode couplings that are naturally included in the room
temperature dynamics.

It is clear that vibrational anharmonic effects probed in
molecular dynamics depend on the temperature of the
simulation, as recently shown in ref 59. The present
investigation shows that room-temperature dynamics of
[pSer-H]- (expected temperature of the reference IR-MPD
experiment) provides a theoretical spectrum that convincingly
agrees with the experiment. The same agreement cannot be
achieved with harmonic calculations, implying that anhar-
monicities and mode-couplings are appropriately probed in
our room-temperature simulations.

The room temperature dynamics of [pSer-H]- shows a
rather geometrically stiff molecule, with small distortions
of the skeleton observed from the optimized geometry. Only
the POH and NH2 groups appear to be significantly fluxional.
The vibrational bands recorded in the mid-IR 1800-700
cm-1 region predominantly arise from the deprotonated
phosphate and to a lesser extent from the acid. No significant
participation from the amine is observed in this region,
although it is contained in the 1730 cm-1 IR-MPD broad-
band. A large blue-shift and a rather spectacular change of
band shape is observed for the CdO stretching band at 1720
cm-1. The bump observed in the 1400-1500 cm-1 region
in the IRMPD spectrum is a direct probe of the protonation
of the acid, as it is due to the COH bending. The three main
bands in the 1400-800 cm-1 experimental spectrum are the
signatures of the deprotonated phosphate with two bands
demonstrating that there is a free PO (1294 cm-1 in the IR-
MPD) and a strongly hydrogen bonded PO (1095 cm-1 in
the IR-MPD). The low frequency P-OH stretching (around
830 cm-1 in the IR-MPD) reflects the fluxional rotating POH
group, not involved in hydrogen bonding.

The analyses of the harmonic and nonharmonic modes
performed here have shown that the percentage of anhar-
monicity in the vibrational modes is 4% on average, but that
they are larger for the stretching movements of the H-bonded
PO and free P-OH, where the anharmonicities are respec-
tively 10.5% and 7%. Moreover, the assignment of the high
frequency 1800-1400 cm-1 bands arising from the proto-
nated acid has been shown to be identical to the harmonic
modes. This is not true anymore in the 1400-700 cm-1

region, where the nonharmonic assignments show mode
couplings arising from two predominant harmonic modes.
These couplings are expected to participate to the blue-shifts
of the bands that allow for a good agreement with the IR-
MPD experiment.

The importance of taking temperature effects into account
has been demonstrated here for the model phosphorylated
serine amino acid. It is expected that the relevance of these
effects will be even larger for peptides of increasing size
and complexity. Going further down to lower frequency
regions of the vibrational spectrum is also likely to strengthen
mode couplings and anharmonicities. Calculation of IR
spectra through molecular dynamics simulations will enable
the proper modeling of these features. This is where our
combined experiments and calculations are currently heading.
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Abstract: The potential energy surface of the 1Bu and 1A′ states of all-trans-polyenes and the
corresponding protonated Schiff bases have been studied at density functional theory and coupled
cluster levels. Linear polyenes and protonated Schiff bases with 4 to 12 heavy atoms have been
investigated. The calculations show remarkable differences in the excited state potential energy
surfaces of the polyenes and the protonated Schiff bases. The excited states of the polyenes exhibit
high torsion barriers for single-bond twists and low torsion barriers for double-bond twists. The
protonated Schiff bases, on the other hand, are very flexible molecules in the first excited state with
low or vanishing torsion barriers for both single and double bonds. Calculations at density functional
theory and coupled cluster levels yield qualitatively similar potential energy surfaces. However,
significant differences are found for some single-bond torsions in longer protonated Schiff bases,
which indicate a flaw of the employed time-dependent density functional theory methods. The close
agreement between the approximate second and third order coupled cluster levels indicates that
for these systems calculations at second order coupled cluster level are useful in the validation of
results based on time-dependent density functional theory.

1. Introduction

The 11-cis-retinal photoreceptor in rhodopsin is responsible for
the 11-cis to all-trans isomerization reaction which triggers the
human visual process. The absorption of a photon initiates a
complex and fast photoreaction involving several intermediates;
the first species are formed within 200 fs.1-9 The product of

the photoisomerization reaction after about 1 ps is bathorhodop-
sin which has a distorted all-trans structure.8-10 Experimental
information about the photoreaction mechanism can be obtained
by, e.g., femtosecond Raman spectroscopy (FSRS) measure-
ments,9 but computational approaches are indispensable to
complement the experimental results.

The size of the full retinal still poses something of a
challenge for accurate computational approaches. Insight* Corresponding author e-mail: robert.send@kit.edu.
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gained from the study of smaller model systems, the focus
of the present study, alleviates to some extent this problem.
All-trans polyenes and the corresponding protonated Schiff
bases (PSBs), where one )CH2 end group is replaced by
the isoelectronic )NH2

+, are often adopted as models for
retinal PSB chromophores11-16 It has to be kept in mind
that the polyenes and the PSBs have different properties,13

and molecular orbital theory models based on polyenes
cannot be used to understand the excited state behavior of
the PSBs.

Computationally demanding approaches such as complete-
active-space self-consistent-field (CASSCF)17 calculations in
combination with second order perturbation theory (CASPT2)
corrections18 have been considered the most reliable approach
for computational studies of the retinal isomerization reaction.
However, the CASSCF/CASPT2 approach suffers from some
undesired limitations. At the CASSCF level, merely the static
valence correlation effects are considered, because only a
few valence orbitals and electrons can be included in the
active space. Dynamic electron correlation effects can be
taken into account in a subsequent CASPT2 calculation.
Larger active spaces could be used in multireference calcula-
tions by employing the restricted active space SCF method
(RASSCF)19 which also can be augmented with the second-
order perturbation theory (RASPT2) approach20 for consider-
ing parts of the remaining dynamical correlation effects. Due
to the high computational cost, the molecular structure is
usually not optimized at the CASPT2 level. Using CASSCF
structures can lead to very large errors in the computed
excitation energies, as recently confirmed by Altun et al.21

Further, the employed basis sets are generally only of
double-� quality, which is somewhat inadequate for reliable
energetics at correlated ab initio levels.22-26 Basis set studies
on acrolein, cis-butadiene, and diazomethane show that also
the CASPT2 geometries are strongly basis set dependent,
with large differences between double and triple-� results.27

Alternative computational approaches for retinal studies
are necessary to allow excited state optimizations using
analytical gradients and larger basis sets. The time-dependent
density functional theory (TDDFT) approach28-32 has proven
to be a successful method for studies of excited states.
Optimizations can be routinely performed as effective
algorithms for molecular gradients have been developed and
implemented.33 We also note that recent developments within
the “dressed TDDFT” approach34-37 appear to be promising
for treating double-excitation dominated transitions, which
are troublesome for standard TDDFT approaches. However,
extensive TDDFT calculations on retinal protonated Schiff-
bases (PSBs) using large basis sets have yielded results in
disagreement with previously published CASSCF/CASPT2
studies.22,23,38-41 The molecular structure of the first excited
state of retinal PSBs optimized at the TDDFT level has a
long single bond connecting the �-ionone ring with the retinyl
chain, leading to a - 90° orientation of the ring relative to
the retinyl chain. For the ground state structure there is only
a -39° twist angle between the ring and the chain.38 Such
a structure of the first excited state is not supported at any
other level of theory. The most popular explanation for these
discrepancies is the inability of the TDDFT method to

accurately describe long-range charge transfer effects,42,43

a conception that is challenged by this work.

Coupled cluster methods offer an alternative to the above-
mentioned computational procedures. The approximate sec-
ond order coupled cluster approach (CC2) is still feasible
for molecules as large as retinal and accounts for a significant
amount of electron correlation effects.44,45 It has an appealing
black-box character and allows excited state optimizations
with large basis sets using analytical gradients. The CC2
method is able to accurately describe excited states with
dominant single excitation character. CC2 calculations on
retinal PSBs indicated that this necessary condition holds
for at least the two lowest excited states;39 the CC2 excitation
energies deviate less than 0.07 eV from available experi-
mental data.46 The CC2 method does not suffer from long-
range charge transfer problems since the exact-exchange
operator is employed. The accuracy of CC2 calculations can
be further assessed at the computationally more demanding
approximate third order coupled cluster (CC3) level47 on
smaller PSB model compounds.

Recent CC2 and TDDFT studies on the 11-cis retinal
PSB yielded qualitatively the same results for excitation
energies, excited state molecular structures, dipole moment
changes on excitation, and for twists along two major
reaction coordinates.38-40,48 The CC2 and TDDFT studies
proposed a new isomerization reaction mechanism sup-
ported by femtosecond spectroscopic studies.9 The reaction
involves twisted retinyl structures and a stable intermedi-
ate.41 The main disagreement between the results obtained
at the two levels concerns the torsion angle of the single
bond connecting the retinyl chain with the �-ionone ring
moiety. Zaari and Wong also noted discrepancies between
the TDDFT and CC2 description of some excited states
of retinal.49 The objective of the present study is to
perform a thorough benchmark comparison of the TDDFT
and CC2 results.

Although not central to this study, and therefore
addressed only briefly, another discrepancy between the
CC2 and TDDFT results on the one side, and the CAS
results on the other side, is found in the excited state bond
length alternation. CASSCF calculations on PSBs by Page
and Olivucci yielded excited state structures with an
inverted bond length alternation as compared to the ground
state;27 the double bonds become longer and the single
bonds shorter upon excitation. The inverted bond length
alternation is less severe at the CASPT2 level. It was also
found that the potential energy surface (PES) of the excited
state of PSBs is flat. At the CASSCF level, the authors
obtained two energetically almost degenerate geometries
for the 2,4-pentadieniminium cation with an essentially
reversed bond conjugation, whereas at the CASPT2 level
only one minimum is obtained.27 In contrast, at the CC2
and TDDFT levels, the bond length alternation in the
excited state of the 11-cis retinal PSB is not inverted but
enhanced; the double bonds become shorter and the single
bonds longer.14,40 Before studying the bond length dis-
crepancy in detail, it is necessary to analyze the differences
between the CC2 and TDDFT results, and we therefore
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concentrate on the PESs of bond torsion twists at the CC2
and TDDFT level.

Here, we present systematic TDDFT and CC2 studies
of the PESs of the first excited state for both single and
double bonds of the polyenes and the PSBs. The CC3
method is used to assess the accuracy and the reliability
of the CC2 calculations. If the MR character is important,
the PESs obtained at the CC2 and CC3 levels significantly
differ. This occurs especially for large torsion angles of
the double bond twists. The energies in these regions are
not well-described by the single-reference methods em-
ployed in this study but are at the same time of little
importance for the discussion and conclusions, which only
consider small-angle twists. Previous work has shown that
as long as the structural region of interest is located far
from a conical intersection, the performance of, e.g., CC2
is very satisfactory.50,51

The PESs are examined by performing single point
calculations for torsion angles of the carbon-carbon
(carbon-nitrogen) bonds yielding upper bounds for the
torsion barriers. Relaxation of the remaining structural
degrees of freedom would introduce unpredictable uncertain-
ties. For some molecules, a remote part of the molecule might
twist, whereas in other cases a small barrier can prevent such
relaxations. Thus, significantly different results can be
obtained for two molecules even though the differences in
the PESs are small.

The present article is structured as follows. After an
overview of the computational methods employed, Section
3 discusses basis set effects on the vertical excitation
energies and the PESs as well as basis set effects on the
bond length alternation of the ground and the first excited
state. In Section 4, the performance of different density
functionals is reported. The PESs of the polyenes and the
PSBs calculated at the TDDFT, CC2, and CC3 levels are
compared in Section 5.

2. Computational Details

2.1. Basis Sets. The basis set convergence of the excita-
tion energies is investigated at the CC2 level by performing
single point calculations using a systematic sequence of
Dunning’s correlation-consistent (cc) basis sets up to aug-
cc-pV6Z quality.52-54 In the corresponding B3LYP55,56

TDDFT calculations, Dunning’s cc basis sets up to aug-cc-
pVQZ are employed. We also used the Karlsruhe basis sets
of split valence quality with polarization functions on all
atoms (SVP) and on all atoms except hydrogens (SV(P)),57

the triple-� valence quality basis set with one (TZVP) and
two (TZVPP) sets of polarization functions,58,59 and the
quadruple-� basis sets augmented with two sets of polariza-
tion functions (QZVPP).60 The basis sets denoted aug-SV(P)
are the SV(P) basis sets augmented with diffuse functions
from Dunning’s cc double-� basis sets (aug-cc-pVDZ). The
aug-TZVP basis sets are the TZVP basis sets augmented with
the diffuse functions from Dunning’s cc triple-� basis sets
(aug-cc-pVTZ).

2.2. Functionals. The performance of different density
functionals is assessed by single point TDDFT calculations

using functionals of the generalized gradient approximation
(GGA) as well as hybrid functionals. We have used the
BP8661-63 and PBE64 GGA functionals as well as the
B3LYP55,56 and PBE065 hybrid GGA functionals. The Coulomb-
attenuated B3LYP (CAM-B3LYP) functional66 was used to
check the long-range charge transfer effects on the excitation
energies. In the benchmark calculations of the functionals, the
TZVPP basis set was used; in the CAM-B3LYP calculations,
the cc-pVTZ basis set was employed.

2.3. Ground State Structures. In the density functional
theory (DFT) studies, the ground state structures were
optimized using the B3LYP functional and the TZVPP basis
sets. For the excited state coupled cluster studies, the ground
state structures were optimized at the second order Møller-
Plesset (MP2) perturbation theory level using the resolution-
of-identity (RI) approximation67-69 and the TZVPP basis
sets. The optimized Cartesian coordinates are given in
Sections I and II of the Supporting Information (SI).

2.4. Excited State Potential Energy Surfaces. The
B3LYP ground state structures were starting geometries
for calculations at the TDDFT level. The MP2 structures
were starting geometries for calculations at the CC2 and
CC3 levels. At the CC2 level,44 the RI approximation is
employed to speed up the calculations.45 CC3 is an
iterative approximation to the coupled cluster singles,
doubles, and triples (CCSDT) model.47 The triples equa-
tion is approximated according to two criteria: (i) the
triples equation is restricted to contain only terms that
enter to second order in the fluctuation potential; (ii) the
single excitations are treated as zeroth order parameters
in the fluctuation potential. Keeping all terms that enter
to second order in the fluctuation potential leads to an
energy that is correct through fourth order.47 An error
analysis of the CC3 excitation energies has shown that
the excitation energies of single-replacement dominated
states are correct through third order.44,70,71 This places
CC3 between the CCSDT model and the coupled cluster
singles and doubles (CCSD) and CC2 models. The
excitation energies of double-replacement dominated states
are correct in CC3 through second order,70,71 which is
the same as in the case of CCSDT.

The PESs were examined by twisting the ground state
structure around all carbon-carbon (carbon-nitrogen) bond
torsion coordinates. Energies of the ground and first excited
state are obtained in single point calculations at intervals of
15° for each torsion angle.

2.5. Programs and Nomenclature. The CC3 and CAM-
B3LYP calculations were carried out using a development
version of the Dalton program package.72 All other calcula-
tions were done with the Turbomole package, versions V5-9
and V5-10.73 Difference density plots were produced with
the gOpenMol package.74,75

In the following, we denote the polyenes by POLx and the
protonated Schiff bases by PSBx, where x is the number of
heavy atoms. The systematic chemical names and a figure with
the corresponding structures are given in Section III of the SI.
All PESs discussed in this work refer to the first excited states
of either 1Bu or 1A′ symmetry. We denote bond torsion curves
repulsive, when the energy of the planar structure is lower than
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the energy of the perpendicular structure, and attractive, when
the energy of the planar structure is higher than the energy
of the perpendicular structure. The curvature of the PES at the
planar orientation can either be convex yielding higher energies
for slightly twisted structures or concave yielding lower energies
for slightly twisted structures.

3. Basis Set Effects

3.1. Excitation Energies. The basis set requirements are
tested by performing CC2 and B3LYP TDDFT calculations
on the 11Bu and 21Ag states of POL4 and on the 21A′ and
11A′′ states of PSB4. The CC2 excitation energies are given
in Tables 1 and 2, and the B3LYP excitation energies are
given in Tables 3 and 4.

For POL4, diffuse basis functions are necessary to reach
the basis set limit at the CC2 and B3LYP level; they also
speed up the basis set convergence. The CC2/aug-cc-pVTZ
excitation energies deviate only a few meV from the CC2
limit obtained in the CC2/aug-cc-pV6Z calculation. The
contributions from diffuse functions to the CC2/aug-cc-
pV6Z excitation energies are 0.06 and 0.2 eV.

For PSB4, diffuse basis functions are less important. This
is expected as the molecular orbitals in the cationic PSBs
are more strongly bound than in the neutral polyenes. The
use of diffuse functions gives almost the same excitation
energies as basis sets of the next Cardinal number. The cc-
pVTZ excitation energies agree within 0.1 eV with the
excitation energies calculated at the CC2/cc-pV6Z levels.

The cc-pVTZ basis set is the most cost efficient cc basis
set for the PSBs, whereas already the aug-cc-pVDZ basis
set seems to be appropriate for the polyenes. Calculations
using the augmented Karlsruhe basis sets yield excitation
energies of comparable accuracy as the corresponding
Dunning basis sets.

The TDDFT excitation energies converge somewhat faster
toward the basis set limit compared to the CC2 ones, though
the difference is small. With diffuse basis functions, the CC2
and TDDFT calculations exhibit a similar basis set conver-
gence. Other uncertainties such as the errors of the numerical
integration might become significant, as the differences
between the excitation energies using basis sets of different
Cardinal numbers are very small. A systematic study of the
basis set requirements for calculation of the electronic

Table 1. Basis Set Convergence of the 11Bu and 21Ag

Excitation Energies (EE in eV) for POL4
(trans-1,3-Butadiene) Calculated at the CC2 Level using
Dunning’s Correlation-Consistent Basis Sets and the
Karlsruhe Basis Setsb

basis set EE(11Bu) ∆EE(11Bu) EE(2 1Ag) ∆EE(2 1Ag)

cc-pVDZ 6.664 7.952
cc-pVTZ 6.439 7.685
cc-pVQZ 6.349 7.536
cc-pV5Z 6.265 7.372
cc-pV6Z 6.222 7.272
aug-cc-pVDZ 6.165 -0.499 7.062 -0.890
aug-cc-pVTZ 6.156 -0.283 7.077 -0.608
aug-cc-pVQZa 6.158 -0.191 7.081 -0.455
aug-cc-pV5Z 6.158 -0.108 7.074 -0.297
aug-cc-pV6Z 6.156 -0.065 7.071 -0.201
SV(P) 6.780 8.041
SVP 6.743 7.996
TZVP 6.508 7.662
TZVPP 6.369 7.570
QZVPP 6.273 7.389
aug-TZVP 6.171 -0.337 7.054
aug-TZVPP 6.157 -0.212 7.081

a The excitation energies obtained with all electrons correlated
are 6.162 and 7.091 eV, for 1 1Bu and 2 1Ag, respectively. b The
1sC orbitals are uncorrelated. The contributions from the diffuse
basis functions (∆EE in eV) are also given.

Table 2. Basis Set Convergence of the 21A′ and 11A′′

Excitation Energies (EE in eV) for PSB4 (the
trans-2-Propeniminium Cation) Calculated at the CC2 Level
using Dunning’s Correlation-Consistent Basis Sets and
Karlsruhe Basis Setsb

basis set EE(21A′) ∆EE(21A′) EE(11A′′) ∆EE(11A′′)

cc-pVDZ 5.916 7.388
cc-pVTZ 5.780 7.241
cc-pVQZ 5.736 7.201
cc-pV5Z 5.712 7.185
cc-pV6Z 5.705 7.179
aug-cc-pVDZ 5.760 -0.155 7.278 -0.110
aug-cc-pVTZ 5.714 -0.066 7.194 -0.046
aug-cc-pVQZa 5.706 -0.030 7.182 -0.019
aug-cc-pV5Z 5.703 -0.009 7.178 -0.007
SV(P) 5.950 7.370
SVP 5.911 7.396
TZVP 5.787 7.355
TZVPP 5.756 7.225
QZVPP 5.718 7.193
aug-TZVP 5.729 -0.058 7.228
aug-TZVPP 5.714 -0.042 7.192

a The excitation energies obtained with all electrons correlated
are 5.698 and 7.165 eV for 2 1A′ and 1 1A′′, respectively. b The
1sC and 1sN orbitals are uncorrelated. The contributions from the
diffuse basis functions (∆EE in eV) are also given.

Table 3. Basis Set Convergence of the 11Bu and 21Ag

Excitation Energies (EE in eV) for POL4
(trans-1,3-Butadiene) Calculated at the B3LYP TDDFT
Level using Dunning’s Correlation-Consistent Basis Setsa

basis set EE(11Bu) ∆EE(11Bu) EE(21Ag) ∆EE(21Ag)

cc-pVDZ 5.996 7.162
cc-pVTZ 5.857 7.002
cc-pVQZ 5.788 6.891
aug-cc-pVDZ 5.626 -0.370 6.561 -0.601
aug-cc-pVTZ 5.613 -0.244 6.543 -0.459
aug-cc-pVQZ 5.607 -0.181 6.528 -0.363

a The contributions from the diffuse basis functions (∆EE in eV)
are also given.

Table 4. Basis Set Convergence of the 21A′ and 11A′′

Excitation Energies (EE in eV) for PSB4 (the
trans-2-Propeniminium Cation) Calculated at the B3LYP
TDDFT Level using Dunning’s Correlation-Consistent Basis
Setsa

basis set EE(21A′) ∆EE(21A′) EE(11A′′) ∆EE(11A′′)

cc-pVDZ 5.796 6.385
cc-pVTZ 5.726 6.355
cc-pVQZ 5.699 6.344
aug-cc-pVDZ 5.677 -0.119 6.329 -0.056
aug-cc-pVTZ 5.673 -0.053 6.334 -0.021
aug-cc-pVQZ 5.673 -0.027 6.334 -0.010

a The contribution from the diffuse basis functions (∆EE in eV)
are also given.
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excitation spectra of POL4 and PSB4 will be published
separately.76

Molecular structure effects on the excitation energies
can be as large as 0.1 eV. For example, the CC2/aug-cc-
pVTZ calculation on PSB6 using a BP86/TZVP structure
yields the two lowest excitation energies of 5.613 and
7.052 eV, with the MP2/TZVPP structure one gets
excitation energies of 5.714 and 7.194 eV. Using the more
accurate MP2/TZVPP structure leads to slightly larger
excitation energies than at the BP86/TZVP level. At the
BP86 level, the double bonds are about 1 pm longer than
the MP2 distances, whereas the single bonds obtained at
the two levels are practically equal. Thus, the use of
accurate molecular structures is important when aiming
at very accurate vertical excitation energies.

3.2. Potential Energy Surfaces. In contrast to the
excitation energies, the PESs of the first excited state of
POL6 and PSB6 show rather similar basis set dependen-
cies. Cancellation of errors seems to make diffuse basis
functions less important for the PESs than for the
excitation energies. The basis set convergence is faster at
both the CC2 and B3LYP levels. Graphs of the basis set
studies at the CC2 and B3LYP levels are given in Section
IV of the SI.

Torsion barriers are practically independent of the basis
set size at both computational levels. Twisted structures have
a somewhat larger basis set dependence than the planar ones.
The basis set dependence at the TDDFT level is somewhat
smaller than at the CC2 level.

CC3 calculations on POL4 and PSB4 using Dunning’s
cc-pVDZ, aug-cc-pVDZ, and cc-pVTZ basis sets show a very
similar basis set dependence as obtained at the CC2 level.
Thus, the PESs calculated at the CC3/cc-pVDZ level can be
used for benchmarking results obtained with computational
levels that consider electron correlation less accurately.
Graphs displaying the basis set dependence of the PESs at
the CC3 level can be found in the Section V of the SI.

The methods employed in this study have difficulties in
describing molecules with practically perpendicular bond
orientations, where the single-configuration dominance breaks
down. It should therefore be noted that the energies of the
strongly distorted structures are unreliable and included for

completeness. Tables with the minimum and maximum T1

diagnostic values77 for the bond twists of all polyenes and
PSBs can be found in Section VI of the SI.

3.3. Ground and Excited State Optimization. The first
excited state of polyenes and PSBs is optimized at the
B3LYP and CC2 levels. To avoid bond twists, the excited
state structures are assumed to belong to the Cs point group.
The structure optimizations of the excited states have been
performed using the Karlsruhe SV(P), SVP, TZVP, TZVPP,
and aug-TZVPP basis sets; POL12 and PSB12 were not
optimized at the aug-TZVPP level. A table containing the
minimum and maximum carbon-carbon bond distances as
well as the CdN bond lengths is given in Section VII of the
SI.

At the B3LYP and MP2 levels, the bond lengths of the
ground state structure change by less than 0.2 and 0.3 pm,
respectively, when augmenting the TZVP basis set to
TZVPP. A similar comparison of the structures obtained
using the SVP and TZVP basis sets yields bond length
differences that are less than 0.9 and 0.8 pm at the B3LYP
and MP2 levels, respectively.

For the first excited state, the structure optimizations at
the B3LYP and CC2 levels also yielded very small changes
in the bond distances of 0.6 and 0.7 pm, respectively, when
augmenting TZVP to TZVPP. The corresponding changes
in the bond distances are 0.9 and 1.1 pm when increasing
the basis set from SVP to TZVP. For all levels, the bond
lengths changed by less than 1 pm when augmenting the
TZVPP basis set to aug-TZVPP. Thus, the molecular
structures obtained using the TZVPP basis sets are accurate
enough for comparisons of the structures obtained with
B3LYP or CC2.

The bond lengths obtained in the ground state optimiza-
tions at the B3LYP DFT and MP2 levels agree within 1 pm.
For the excited state structures, the bond lengths obtained at
the B3LYP and CC2 levels agree within 3 pm.

3.4. Bond Length Alternation. Since the pattern for the
bond length alternation and the changes in bond lengths upon
excitation are similar at the CC2 and DFT levels, the
discussion below is valid for both levels. As noted previously
for ground state structures of polyenes, the bond length
alternation is somewhat sensitive to the amount of exact
exchange in the functional.78

For the polyenes, the bond lengths change significantly
upon excitation. For POL4, the bond length alternation is
inverted in the excited state. That is, single bonds become
shorter and double bonds longer. For POL6, the bond lengths
in the excited state are shorter at the ends of the polyene
chain and increase toward the middle. For POL8, POL10,
and POL12, the bonds at the ends of the polyenes are
shortest, whereas all the other carbon-carbon bonds have
almost equal lengths of 140 ( 1 pm. Similar polyene
structures were obtained in a recent combined DFT/multi-
reference configuration interaction study.79

PSBs behave differently. The shortest bond is the CdN
bond, whose length is little affected upon excitation. For all
PSBs of the present study, the bond length alternation of
the ground state is preserved after excitation. The formal
single bonds of the ground state remain longer than the

Figure 1. Density differences between the ground states of
POL6 and PSB6, compared to the first excited states of 1Bu

and 1A′ symmetry, calculated for the planar conformations.
The calculations were performed at both B3LYP and CC2
levels, using the aug-cc-pVTZ basis set. Light red color
represents regions of electron loss upon excitation; dark blue
represents regions of electron gain. An isocontour value of
0.003 e has been used throughout.

Excited State Potential Energy Surfaces J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2405



formal double bonds. All single bonds extend upon excita-
tion; the CdC double bond at the end shrinks. The other
CdC bond lengths remain constant or increase slightly.
Compared to the ground state, the bond length alternation is
generally enhanced, the effect is more pronounced at the
B3LYP level than in the CC2 optimization (see tables in
Section VII of the SI).

The different behavior of the polyenes and PSBs can
also be seen in the density difference between the ground
and excited states for the two classes. As an example,
Figure 1 shows the density difference for the untwisted
POL6 and PSB6 molecules, for the first excited states of
1Bu and 1A′, respectively. For the polyene, the charge is
mainly shifted from the space between atoms, the bonding

region, consistent with bond length changes. For the PSB,
on the other hand, the charge is mainly shifted from p-type
orbitals surrounding one atom to another. The exception
is the CdC bond most distant from the NH2

+ group. Here,
the charge density is shifted away from the bond region,
similarly to what is observed for all CdC bonds in the
polyene. With smaller density changes in the bonding
region, smaller bond length variations are expected and
observed. For PSB6, the electron density in the molecular
plane also changes upon excitation, whereas for POL6
only the π density is affected.

For the cis-3-pentadieniminium cation, Page and Olivucci
found two excited state structures at the CASSCF level, one
with inverted and one with enhanced bond length alternation.

Figure 2. A comparison of potential energy surfaces for torsions of the first excited state of POL4 (trans-1,3-butadiene) calculated
at different levels of theory. The zero angle corresponds to the planar orientation. (a) The C-C single bond. (b) The CdC
double bonds.

Figure 3. A comparison of the potential energy curves for torsion twists of the carbon-carbon (carbon-nitrogen) bonds for the
first excited state of PSB4 (the all-trans-2-propeniminium cation) calculated at different levels of theory. The zero angle corresponds
to the planar orientation. (a) The C-C single bond. (b) The CdC double bond. (c) The CdN double bond.
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The CASPT2 optimizations yielded only one minimum with
inverted bond length alternation.27 The present excited state
optimizations at the CC2 and B3LYP levels have therefore
been repeated using start structures with strongly inverted
bond length alternations. These optimizations converged to
the same structures as those obtained when starting from the
optimized ground state structures. The bond length pattern
obtained for excited states of PSBs has been discussed in
previous articles and is not addressed in more detail here.14,80

4. Effects of Functionals

The PESs of POL6 and PSB6 calculated using different
exchange-correlation functionals agree qualitatively. The
graphs are given in Section VIII of the SI. The choice of
the functional is relevant for torsion barriers when the PES
is flat, that is, when the energy remains close to that of the
planar structure even for large torsion angles. When the PESs
obtained with the various functionals significantly differ, the
PESs of the hybrid functionals lie between those of the
CAM-B3LYP functional and those of the GGA functionals.
Small torsion barriers of less than 5 kJ/mol at the CAM-
B3LYP level disappear in the GGA calculations. The PES
curve at the C-end of PSB6 calculated at the GGA level has
a minimum at a twist of 30°. The potential well vanishes
when hybrid functionals are used.

For large torsion angles, the PESs can differ by several
tens of kJ/mol. However, strongly twisted structures usually
have significant multireference character implying that they
are not well described with single-reference methods such

as contemporary DFT, which at most can treat mild multi-
reference cases.81-85 The energies calculated for twisted
structures at the TDDFT level therefore become unreliable
with increasing torsion angles. In conclusion, the choice of
the functional is important when the height of torsion barriers
is discussed or PESs remain rather flat.

5. Comparison of B3LYP with CC2 and CC3

5.1. General Trends. For the polyenes, the CC2, CC3,
and B3LYP results agree well. The PESs for twists around
single bonds are convex and repulsive. For the double-bond
twists, they are attractive for POL4 and POL6 and repulsive
for POL8, POL10, and POL12. We note that the 11Bu state,
studied here, is not anymore the lowest excited state for the
longer polyenes.

For the PSBs, the situation is much more complicated.
No general trends for the PESs are obvious. The PESs have
in some cases local minima at a twist of about 30°, and
sometimes they have barriers at torsion angles of about 45°.
The CC2, CC3, and TDDFT results are in qualitative
agreement for most of the bonds. Exceptions are single-bond
twists of PSB6, PSB8, PSB10, and PSB12, mainly where
the PES is essentially flat at the CC2 level. The agreement
between the TDDFT level and the two coupled cluster (CC)
levels is better for double-bond twists than for single-bond
twists. For small deviations from the planar structure, the
PESs of the B3LYP calculations are in very close agreement
with those obtained at the CC levels. The comparison of CC2
and CC3 results shows that triple excitations are more

Figure 4. A comparison of the potential energy curves for torsion twists of the carbon-carbon bonds for the first excited state
of POL6 (all-trans-1,3,5-hexatriene) calculated at different levels of theory. The zero angle corresponds to the planar orientation.
(a) The CdC double bond in the middle. (b) The C-C single bonds. (c) The CdC double bonds at both ends.
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important for double-bond twists than for single-bond twists,
as expected.

To investigate the effect of the Franck-Condon relaxation
on the torsion barriers, the molecular structures of the excited
states are optimized, assuming that the molecules belong to
the Cs point group. The calculations of the PESs for the bond
twists yield similar curves as obtained when the ground state
structures are used as starting geometry. The studied
molecules have large torsion barriers for all bonds in the
ground state. The ground state PESs and the excited state
PESs for POL6 and PSB6 are given in Section VIII of the
SI.

In the following, we discuss only the molecules of chain
length 4, 6, and 8 in detail. The data for molecules of chain
length 10 and 12 are given in Section X of the SI.

5.2. POL4 and PSB4. The PESs for the single- and
double-bond twists of the first excited state of POL4 and
PSB4 are shown in Figures 2 and 3. The PES for the
single-bond twist of POL4 is convex and repulsive,
whereas for the double-bond twist it is concave and
attractive. The PESs for the torsion twists of all the PSB4
bonds are attractive and concave. PSB4 has no torsion
barriers for bond twists in the first excited state. The
calculations at the B3LYP, CC2, and CC3 levels yield
qualitatively similar PESs. The largest differences are
obtained for the single bonds. The torsion barrier for the
single-bond twist of POL4 is lowest at the B3LYP level.
For PSB4, the PES of the single-bond twist falls steeper
at the B3LYP level than at the CC level.

Figure 5. A comparison of the potential energy curves for torsion twists of the carbon-carbon (carbon-nitrogen) bonds for the
first excited state of PSB6 (the all-trans-2,4-pentadieniminium cation) calculated at different levels of theory. The zero angle
corresponds to the planar orientation. (a) The CdC double bond in the middle. (b) The C-C bond closer to the carbon end. (c)
The CdC bond at the carbon end. (d) The C-C bond closer to the nitrogen end. (e) The CdN double bond.
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5.3. POL6 and PSB6. The PESs for the single- and
double-bond twists of POL6 and PSB6 are shown in Figures
4 and 5. For POL6, the double-bond twists are attractive.
The PES of the double bond at the polyene end is convex
yielding a small barrier of 5-10 kJ/mol depending on the
computational level.

For the PSB6 double-bond twists, the PESs are attractive
and convex except for the double bond in the middle of
the molecule at the CC3 level. The small barrier of less
than 5 kJ/mol for the mid CdC bond, obtained at the
B3LYP and CC2 levels, is probably due to missing higher
order correlation effects. The two other double bonds have
barrier maxima at around 60°. The torsion barrier for the
CdC bond at the end is larger at the CC levels than at
the B3LYP level. The lowest CdN torsion barrier of about
20 kJ/mol is obtained at the CC3 level. For the double
bonds, the B3LYP and CAM-B3LYP calculations yielded
very similar PESs, indicating that the charge transfer
problem does not significantly affect these PESs. The
charge density differences upon excitation confirm this
view, see Figure 1.

For the PSB6 single-bond twists, the PESs obtained at
the CC and B3LYP levels do not completely agree. For
the single bond at the N-end, all methods give attractive
PESs. The CC and CAM-B3LYP calculations yield convex
PESs with a tiny barrier of 0.7-3.0 kJ/mol, whereas the
B3LYP calculations yield a concave PES. The coupled
cluster PES is flat with the energy of the perpendicular
structure less than 15 kJ/mol below that of the planar one.
The PESs calculated at the TDDFT level are attractive,
barrierless, and steep. For the single bond at the C-end,
the CC curves are convex, essentially flat, but repulsive.
The energy for the perpendicular structure is about 20 kJ/
mol above that for the planar one. Opposed to this, the
TDDFT curves are steep and attractive. The PES is
barrierless at the B3LYP level but has a 2.5 kJ/mol barrier
at the CAM-B3LYP level. For the longer PSBs, similar
discrepancies are obtained between the PESs at the CC2
and B3LYP levels.

The CAM-B3LYP functional has been introduced to
improve the performance of the TDDFT approach for charge
transfer excitations. For the single-bond twists where the
PESs calculated at the B3LYP level do not reproduce the
CC ones, the CAM-B3LYP calculations yield PESs lying
between the B3LYP and the CC ones. However, the CAM-
B3LYP curves agree better with the B3LYP ones than with
the CC curves. This indicates that nonlocal charge transfer
might contribute but does not explain the difficulties of the
TDDFT method to provide accurate PESs for single-bond
twists of the PSBs. This is also seen in the comparison of
the PESs calculated with various functionals given in Section
VIII of the SI.

The PESs show that the TDDFT problem to describe the
energy surfaces of the single-bond twists can in this case
not be reduced only to the charge transfer issue. This is
further confirmed by the Λ-diagnostic recently proposed by
Peach et al.86 Λ is a measure of the orbital overlap between
the occupied and virtual orbitals involved in the excitation
and is between zero and one; a higher value corresponds to
a more local excitation. Excitations with a small Λ value
were proposed to be badly described by standard GGAs and
hybrid functionals.86

Figure 6 shows how Λ varies with torsion angle for
selected double and single bonds for POL6 and PSB6.
For the double bonds as well as the POL6 single bond Λ
is quite high, even for angles approaching 90 degrees. For
these twists, the TDDFT methods also compare well with
the coupled cluster results. The troublesome single bond
twists of PSB6 behave differently. With increasing twist
angle, Λ falls off sooner than for the other bonds. A
correlation between increasing error and a decreasing Λ
value can be noted. The deviation between DFT and CC
kicks in much before the diagnostic falls below the
suggested critical value of Λ < 0.4,86 however. Thus, the
Λ diagnostic indicates no severe charge-transfer issue.

5.4. POL8 and PSB8. The PESs for POL8 and PSB8
calculated at the B3LYP and CC2 levels are shown in Figure
7. For POL8, the PESs for all double-bond twists are convex
with the barrier maximum at 45-60°. For large angles,
significant differences between the CC2 and B3LYP curves
appear. However, the multiconfiguration character of the
wave function is large for structures with perpendicular bond
orientation, again implying that the PESs are unreliable at
large torsion angles. The PESs for the double-bond twists
of PSB8 calculated at the CC2 and B3LYP levels agree better
than for POL8. The smallest double-bond torsion barrier for
PSB8 of 20 kJ/mol is obtained for the CdC double bond
closer to the CdN end. The corresponding CdC double bond
for POL8 has a torsion barrier of 10 kJ/mol. The torsion
barriers for the other double bonds are also higher for PSB8
than for POL8.

For the single-bond twists of POL8, the PESs calculated
at the CC2 and B3LYP levels agree well, whereas
significant differences are obtained for PSB8. For the
single bond at the N-end and in the middle, the CC2 curves
are convex and repulsive but flat. For these two single
bonds, the B3LYP calculations yield convex and attractive
PESs. The torsion barrier for the single bond at the N-end

Figure 6. The Λ-diagnostic values for twists around selected
single and double bonds of POL6 and PSB6, calculated at
the B3LYP/TZVP level. The corresponding figures for the
potential energy surfaces are indicated within parentheses.
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is less than 15 kJ/mol and almost vanishes for the single
bond in the middle. The CC2 curve for the single bond at
the C-end of PSB8 is convex and strongly repulsive,
whereas the B3LYP curve is convex and strongly attractive

leading to a torsion barrier of about 10 kJ/mol. In this
case, the B3LYP calculations fail to reproduce the main
trends of the PESs calculated at the CC2 level, in contrast
to the two other single bonds.

Figure 7. A comparison of the torsion barriers of the single and double bonds of POL8 (all-trans-1,3,5,7-octatetraene) and
PSB8 (the all-trans-2,4,6-heptatrieniminium cation) calculated at the B3LYP TDDFT and CC2 levels. (a) The C1dC2 (N1dC2)
bond, (b) C2-C3, (c) C3dC4, (d) C4-C5, (e) C5dC6, (f) C6-C7, and (g) the C7dC8 bond.
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The PESs of POL10, PSB10, POL12, and PSB12 are
similar to those of their shorter homologues, POL8 and
PSB8. The agreement of the CC2 and B3LYP levels is
generally better than for POL8 and PSB8. The PESs for all
bond torsions can be found in Section X of the SI.

6. Conclusion and Summary

Systematic studies of the potential energy surfaces (PESs)
for the torsion twists of the first excited state of polyenes
and PSBs, with chain lengths of 4-12 heavy atoms,
revealed a remarkably different behavior of the two
compound groups. While the excited states of the polyenes
exhibit high torsion barriers for single-bond twists, the
PSBs have low or vanishing torsion barriers for both
single- and double-bond twists. PSBs are very flexible
molecules in the first excited state, and most of the bonds
are likely to contribute to the excited state dynamics,
whereas in polyenes the dynamics are limited to motions
around double bonds. The flexibility of PSBs in the excited
state and the thermal ground state flexibility of 11-cis-
retinal87 are typical for the complexity of the retinal
photoisomerisation.

Benchmark calculations of the excitation energies show
that diffuse functions must be included in the basis set to
reach the basis set limit of the polyenes, whereas diffuse
functions are less important for the lowest states of the
cationic PSBs. For an accurate description of the potential
energy surfaces of the polyenes and PSBs, diffuse basis
functions are not mandatory, due to cancellation of errors
in the excitation energies.

Exchange-correlation functional studies at the TDDFT
level employing GGA, hybrid, and Coulomb-attenuated
functionals yield similar PESs. The PESs obtained with
hybrid functionals lie in between those calculated at the
GGA values on the one side and the CAM-B3LYP values
on the other side. The influence of the functional is
important when the potential barriers or wells are very
flat.

Comparisons of the calculated excitation energies and
PESs for the polyenes and the corresponding PSBs indicate
that CC2 calculations are useful for retinal studies. The
obtained PESs are in close agreement with those calculated
at the CC3 level, where triple excitations are taken into
account. The single-bond torsion barriers obtained at the
CC2 and CC3 levels are in excellent agreement, whereas
for the double-bond twists, CC2 gives somewhat higher
barriers than CC3. The differences between the PESs
obtained at the two CC levels are, however, small.

Comparison of the DFT and CC calculations shows that
the PESs agree well for double-bond twists, whereas
significant differences are found for the single-bond
torsions of the longer PSBs. The low or vanishing barriers
for torsions around the single bond farthest away from
the CdN moiety are apparently a flaw of the TDDFT
method. The TDDFT results are only slightly improved
by using the CAM-B3LYP functional in those cases where
calculations at the B3LYP level fail to reproduce the CC2
results. The TDDFT problems are not merely due to the
inability to describe long-range charge transfer effects.

TDDFT performs well for the polyenes and for PSB
double-bond twists. In TDDFT studies on the 11-cis retinal
PSB, the largest difference between the PESs obtained at
the TDDFT and CC2 level appears at the bond connecting
the retinyl chain with the �-ionone ring. In the first excited
state, TDDFT optimizations yield a perpendicular orienta-
tion of the �-ionone-ring plane with respect to the retinyl-
chain plain.38 Single-bond twists of longer PSBs show
that the TDDFT results are satisfactory for small torsion
angles. We conclude that even though TDDFT might
suffer from long-range charge transfer problems and that
it apparently provides incorrect PESs at large torsion
angles, one should not exclude it from the toolbox of
retinal studies. However, it is necessary to confirm excited
state TDDFT studies on retinal PSBs by performing
calculations at ab initio correlation levels such as CC2.
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(58) Schäfer, A.; Huber, C.; Ahlrichs, R. Fully Optimized Con-
tracted Gaussian-Basis Sets of Triple Zeta Valence Quality
for Atoms Li to Kr. J. Chem. Phys. 1994, 100, 5829–5835.
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(80) Tavernelli, I.; Röhrig, U. F.; Rothlisberger, U. Molecular
dynamics in electronically excited states using time-

dependent density functional theory. Mol. Phys. 2005, 103,
963–981.

(81) Handy, N. C.; Cohen, A. J. Left-right correlation energy. Mol.
Phys. 2001, 99, 403–412.

(82) Polo, V.; Kraka, E.; Cremer, D. Electron correlation and the
self-interaction error of density functional theory. Mol. Phys.
2002, 100, 1771–1790.

(83) Polo, V.; Kraka, E.; Cremer, D. Some thoughts about the
stability and reliability of commonly used exchange-correlation
functionals - coverage of dynamic and nondynamic correlation
effects. Theor. Chem. Acc. 2002, 107, 291–303.

(84) Cremer, D.; Filatov, M.; Polo, V.; Kraka, E.; Shaik, S. Implicit
and Explicit Coverage of Multi-reference Effects by Density
Functional Theory. Int. J. Mol. Sci. 2002, 3, 604–638.

(85) Johansson, M. P.; Sundholm, D. Spin and charge distribution
in iron porphyrin models: A coupled cluster and density-
functional study. J. Chem. Phys. 2004, 120, 3229–3236.

(86) Peach, M. J. G.; Benfield, P.; Helgaker, T.; Tozer, D. J.
Excitation energies in density functional theory: An evaluation
and a diagnostic test. J. Chem. Phys. 2008, 128, 044118.
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Abstract: Real-time time-dependent Hartree-Fock (TDHF)/density functional theory (TDDFT)
has been gaining in popularity because of its ability to treat phenomena beyond the linear
response and because it has the potential to be more computationally powerful than frequency
domain TDHF/TDDFT. Within real-time TDHF/TDDFT, we present a method that gives the
excited state triplet energies starting from a singlet ground state. Using a spin-dependent field,
we break the spin-symmetry of the R and � density matrices, which incorporates a triplet
contribution into the superposition state. The R electron density follows the applied field, and
the � electron density responds to the perturbation from the changing R electron density. We
examine the individual R/� responses during the electron density propagation. Singlet-triplet
transitions appear as ‘dark’ states: they are present in the R/� responses but are absent from
the total electron density response.

Introduction

Investigation of electronic excitations is of fundamental
importance in spectroscopy and photochemistry. Not only
is accurate understanding of the photoallowed transitions
necessary, but because much photochemistry also occurs on
electronic surfaces that are not directly photoaccessible, such
as triplet states, it is also of great importance to accurately
model these ‘dark’ states. Because of their affordability and
generally good accuracy, single configuration excited state
methods such as time-dependent Hartree-Fock (TDHF)1-4

and density functional theory (TDDFT)5,6 have become the
modern-day workhorses for modeling electronic excitations.
While the majority of TDHF and TDDFT calculations are
performed within the linear response matrix formalism in
the frequency domain,1,2,7,8 real-time methods are gaining
in popularity because of their ability to treat phenomena
beyond the linear response and because they have the
potential to be more computationally efficient for large-scale
systems when a large matrix equation must be solved in the
frequency domain.9-18

While the matrix formalism of linear response TDHF/TDDFT
can easily include transitions from a reference ground state
singlet to triplets, singlet-triplet transitions are generally not

accessible within real-time TDHF/TDDFT approaches because
the applied perturbation is often spin-independent, and the R
and � electron density responses are identical. With a spin-
independent perturbation, such as the ubiquitous electric field
within the dipole approximation, both the R and � electron
densities are simultaneously excited, maintaining a closed-shell
singlet state. The resulting perturbed wave function is then a
superposition of the singlet reference ground state with other
excited singlet states.19 However, no contribution from any
triplet state is included in the superposition.

In the present investigation, we show that a spin-dependent
perturbation within real-time TDHF/TDDFT incorporates trip-
lets into the superposition state wave function. This can be done
via a spin-dependent field,14 in which only the R electron density
directly experiences the applied perturbation. Because the R and
� electron densities are coupled through the Coulomb and
exchange (for HF)/exchange-correlation (for DFT) terms, the
� electron density is then perturbed by the change in the R
electron density, leading to breaking of the singlet spin-
symmetry and incorporation of the triplet wave function. We
monitor the coupled R and � electron density response and the
time-dependent expectation value of S2.

Method

In our real-time electron dynamics, we use the method
described in refs 12, and 19-22 in which the electron density* Corresponding author e-mail: li@chem.washington.edu.

J. Chem. Theory Comput. 2009, 5, 2415–2419 2415

10.1021/ct900264b CCC: $40.75  2009 American Chemical Society
Published on Web 08/12/2009



is propagated in the time domain and the time-dependent
Hamiltonian takes into account the evolving electron distri-
bution. We use atomic units consistently throughout this
paper, where me ) p ) 1. The TDHF/TDDFT equation for
the density matrix is given by

where P and F are density and Fock/Kohn-Sham (KS)
matrices. The MOs are represented as a linear combination
of atomic orbital basis functions �µ as �i(t) ) Σµcµ,i(t)�µ.
The density matrix P(t) has elements given by the product
of the time-dependent coefficients Pµν(t) ) Σicµ,i

† (t)cν,i(t). In
the unrestricted TDHF/TDDFT electron dynamics, the R and
� electron densities are propagated with coupled R and �
Fock/KS operators. With a spin-dependent perturbation, the
R and � Fock matrices are

where h, J, and K are the core Hamiltonian, two-electron
Coulomb, and exchange matrices. For the KS matrices, K
is replaced by the exchange-correlation potential Vxc. Vext is
an external perturbation applied to R electrons only. In this
work we include a spin-dependent perturbation within the
Hamiltonian by adding the field term E(t) ) Emaxd sin(ωt)
to the R Fock/KS matrix FR(t), where d is the electric dipole
integral dµν ) 〈�µ|r̂|�ν〉.

The electron density is propagated with a midpoint unitary
transformation written in terms of the eigenvectors C and
eigenvalues ε of the time-dependent Fock/KS matrix at
time tk

This unitary transformation propagation naturally retains the
idempotency of the density matrix (P ·P ) P).

In real-time TDHF/TDDFT electron dynamics, a perturba-
tion to the ground state orbitals, �, mixes occupied and
virtual molecular orbitals (MOs) to give rise to a set of
perturbed orbitals, �′, and a superposition state, ψ′

We have previously shown that this superposition state
includes not only singly excited states but also doubly excited
states within a closed-shell configuration, when using a spin-
independent perturbation.19 With a spin-dependent perturba-
tion (eqs 2 and 3), the R and � spatial components of the
wave function are no longer identical. We herein use a two-
electron, two-orbital system with bonding MO �σ and virtual
MO �σ*, beginning in S0, with both electrons in �σ, to show
how the triplet component is introduced into the superposition

wave function. The single-configuration superposition state
ψ′ in eq 7 can be written as (where r and τ are spatial and
spin variables, respectively)

Here ψS1
and ψT0

are the spin-adapted singlet and triplet
configurations, and ψS2

is the doubly excited configuration.
The coefficients cR and c� determine the degree of individual
R and � perturbation from the ground state and are governed
by both the strength of the spin-dependent perturbation and
the system-dependent response. Eq 8 indicates that a spin-
dependent perturbation gives rise to a mixing of triplet
component in the superposition state.23

Because the field is applied only to the R electron density,
the spin-symmetry is broken from a pure singlet state, and
we have an unrestricted wave function, whose spin-symmetry
time evolution can be monitored by the time-dependent
expectation value of the squared total spin angular momen-
tum operator Ŝ2. For a single determinant open-shell wave
function in an orthonormal basis, 〈Ŝ2(t)〉 can be written in
terms of the time-dependent density matrices as24,25

Because Ŝ2 ) 0 for singlets, such as S0, S1, and S2, and Ŝ2 )
2 for triplets, such as T0, a nonzero Ŝ2 value in eq 9 becomes
an indicator of the singlet-triplet mixing during the time-
evolution of the superposition wave function.

Results and Discussion

The development version of the Gaussian code26 is used to
obtain the initial wave function and to calculate the one-
and two-electron integrals. We use a minimal STO-3G basis
set for simplicity of analysis and also a 6-31G(d,p) basis for
comparison. The simulations begin with the molecule initially
in its field-free ground state. The electric field vector is
applied along the molecular (z) axis for three cycles with a
frequency of ω ) 0.06 au. We use an integration time step
of 0.002 fs and propagate the electron density for 50 fs. As
we and other groups have shown,19,27 shifting of transition
energies can also occur when contributions from excited
states in the superposition state become large. For the spin-
dependent perturbations discussed herein, a stronger field or
a field frequency closer to resonance not only shifts the peak
energies but also can cause extreme broken spin symmetry,
with 〈Ŝ2(t)〉 values approaching 1. The intensity of peaks in

i
dP(t)

dt
) [F(t), P(t)] (1)

FR(t) ) h + J[GR(t) + G�(t)] - K[GR(t)] + Vext (2)

F�(t) ) h + J[GR(t) + G�(t)] - K[G�(t)] (3)

P(tk+1) ) U(tk)P(tk-1)U
†(tk) (4)

U(tk) ) exp(iF(tk)2∆t)

) C(tk)exp(iε(tk)2∆t)C†(tk)
(5)

φ′ ) ∑
i

aiφi (6)

ψ′ ) |φ1′φ2′ ....φN′ | (7)

ψ′ ) 1

√(1 + cR
2)(1 + c�

2)
|φ′(r1)R(τ1)φ′(r2)�(τ2)|

) 1

√(1 + cR
2)(1 + c�

2)
×

|[φσ + cRφσ*](r1)R(τ1)[φσ + c�φσ*](r2)�(τ2)|

) 1

√(1 + cR
2)(1 + c�

2)
(ψS0

+ (cR + c�

√2 )ψS1
+

(c� - cR

√2 )ψT0
+ cRc�ψS2)

(8)

〈Ŝ2(t)〉 ) (NR - N�

2 )2

+
NR + N�

2
- Tr[PR(t) · P�(t)]

(9)
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the spectrum is directly related to population of various states
in the superposition wave function, making the strength of
the spin-dependent perturbation directly correlated to these
intensities. In order to compare peak energies with those
obtained from linear response theory, we have kept the
perturbation weak and away from resonant energies in order
to not significantly alter the population away from that of
the reference ground state.

A spin-dependent perturbation in the form of an off-
resonant field was applied to the ground state of three
different diatomic molecules: H2, LiH, and CO. Figure 1
shows the applied electric field for ω ) 0.06 au, and the
resulting Löwdin populations on one atom, obtained using
the TDHF Hamiltonian with the STO-3G basis. A field
strength of Emax ) 0.1 au was used for H2, and Emax ) 0.01
au was used for LiH and CO. Initially, the diatomics are
closed-shell with identical R and � populations on each atom.
Once the spin-dependent perturbation is applied, the R
electron density (black lines) follows the field, building up
electron density on one atom in each of the diatomics. The
� electron density (gray dash lines) responds to the changing
R electron density by decreasing on that atom, and building
up on the other atom, breaking the spin-symmetry. Once the
field is removed the magnitude of the R and � population
oscillations decrease significantly, as the field is no longer
directly driving the R electron density, and the � electron
density no longer is responding to the large change in the R
electron density. While the change in magnitude of the R
and � populations is much smaller after the field is off, they
continue to oscillate out of phase. It is this out-of-phase
oscillation that indicates the triplet contribution within the
superposition state, as suggested by eq 8.

As discussed in the previous section, the 〈Ŝ2〉 value is an
indicator of the singlet-triplet mixing in the superposition
state. The corresponding 〈Ŝ2〉 values during the dynamics are
shown in Figure 2. A nonzero value clearly indicates that
the superposition state is no longer made up of pure singlets,

and the magnitude of 〈Ŝ2〉 indicates the degree of triplet
contribution to the superposition state wave function. Because
〈Ŝ2〉 is calculated as the trace of the product of the R and �
electron densities, see eq 9, the value takes into account the
phase of the wave function from the imaginary part of
the density matrix. With the same field conditions as for the
populations given in Figure 1, the value of 〈Ŝ2〉 remains small
throughout the dynamics. For H2, using a maximum field
strength of Emax ) 0.1 au, the maximum value of 〈Ŝ2〉 during
the field application was 0.056 and was 0.0014 once the field
was removed. For LiH and CO, with Emax ) 0.01 au, the
maximum of 〈Ŝ2〉 with the field on was 0.029 and 0.059,
respectively, and after field removal it was 0.0032 and
0.0033. A weaker field was used because the LiH and CO
transition energies are closer to the ω ) 0.06 au field
frequency, leading to a larger response.

Despite the R and � Löwdin populations oscillating out-
of-phase with each other, eq 8 indicating a triplet contribution
to the wave function, and 〈Ŝ2〉 no longer being zero, the
Fourier transformation (FT) of the total residual dipole
moment Tr[d · (PR(t) + P�(t))] gives an absorption spectrum
that agrees with the closed-shell singlet results, see Figure 3
(black lines). In the absorption spectrum of H2 there is a
single peak, which is at the S0 f S1 transition energy of
0.94 au (Table 1). However, examinations of the individual
R and � contributions to the total dipole moment show that
the out-of-phase oscillation provides additional information.
In addition to the FT of the total dipole moment, Figure 3
also shows the FT of the contribution of the R electron
density to the total residual dipole moment (gray dash lines),
calculated via Tr[d · PR(t)]. The FT of the � contribution is
identical. For H2, this ‘absorption spectrum’ shows a peak
at the same S0 f S1 transition energy but also an additional
peak at 0.57 au, which corresponds to the linear response
TDHF excitation energy from the S0 state into the triplet T0

state. This result shows that broken-spin real-time TDHF/
TDDFT simulations yield the ‘dark’ transitions between
singlet and triplet states in the individual R or � contributions
to the total dipole moment. These ‘dark’ transitions do not
show up in the total dipole allowed absorption spectrum, as

Figure 1. Electric field and Löwdin populations. Top panel:
applied electric field with ω ) 0.06 au. Other panels: R and �
Löwdin populations on one atom of the diatomics H2, LiH, and
CO. The R population (black lines) follows the field, and the
� population (gray dash lines) responds by shifting onto the
other atom. This breaks the spin-symmetry of the system,
creating a superposition state that includes triplet contribu-
tions. After the field is off, the R and � populations oscillate at
the same frequencies but out of phase with each other.

Figure 2. 〈Ŝ 2〉 value for H2, LiH, and CO, using the same
field conditions as given in Figure 1. The magnitude of 〈Ŝ2〉
represents the triplet contribution to the superposition state.
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the out of phase R/� oscillations cancel out in the total dipole
response. This spin-dependent perturbation will only yield
transitions in which the transition dipole matrix element
〈�µ|r̂|�ν〉 is nonzero. While singlet-triplet transitions are not
formally spin-symmetry allowed, the individual spin-allowed
transitions for either the R or � electron can yield the
singlet-triplet transitions as observed in the FT of the time
evolution of the R or � electron density dipole moment. Just
as with singlet-singlet transitions, the strength of the
singlet-triplet transitions is governed by the magnitude of
the dipole matrix element, and additional singlet-triplet
transitions can be achieved by changing the field direction
or using field terms beyond the dipole approximation.

The spectra for LiH and CO in Figure 3 are consistent
with those found for the two-electron system H2. For LiH,
the FT of the R electron density dipole moment shows both
the S0 f S1 peak, and the S0 f T0 peak, both of which are

dominant HOMO-LUMO transitions. Because of a small
population transfer into the excited state, the peak energies
are slightly shifted from the linear response results (see Table
1). The dynamics give the S0 f S1 transition energy at 0.16
au, and the S0 f T0 transition energy at 0.12 au. There is
also an additional small peak at 0.04 au which corresponds
to transitions between the two excited states. This low-energy
peak disappears at weaker field strengths. For CO the overall
pattern is the same, with the FT of the R electron dipole
moment showing both the singlet-singlet and the singlet-
triplet transitions. The low energy transitions are π f π*,
while the two higher energy transitions are σ f σ*. There
is no shifting of peak transition energies compared to linear
response theory, indicating very little population transfer.
Because the S0 f T0 transition at 0.20 au is near the field
frequency of ω ) 0.06 au, the S0 f T0 peak is very intense
due to a larger T0 contribution in the superposition state.

We also present two comparisons, one using the larger
6-31G(d,p) basis with the HF Hamiltonian (Figure 4) and
the other using the same simple STO-3G basis with the PBE
density functional Hamiltonian (Figure 5). The larger basis
results show peaks shifting to lower energies as expected
from linear response theory (Table 1). For the larger basis,
we decreased the maximum field strength for H2 and LiH to
0.03 au and 0.005 au, respectively. Because of the relatively
large field strength of 0.01 au for CO, there is more
population of the lower energy states, increasing the intensity
of the corresponding lower energy peaks. The TDDFT results
are comparable to those obtained with TDHF, with results
agreeing with those from linear response theory (Table 1).
The real-time TDDFT simulations used field conditions
identical to the TDHF/STO-3G simulations. Some of the
TDPBE excitations energies are different from the TDHF
energies, changing the peak locations. Also, in addition to
changes in the excitation energies, there are changes in the
energies of peaks that correspond to transitions between ex-
cited states. For example, because the TDPBE LiH S0 f T0

and S0 f S1 transitions are closer in energy than the TDHF

Figure 3. TDHF/STO-3G absorption spectra for H2, LiH, and
CO. Fourier transformation of the total dipole moment (black)
shows dipole allowed singlet-to-singlet transitions. These peak
energies agree with the closed-shell linear-response results
(see Table 1). Fourier transformation of the R or � contribution
to the dipole moment (gray dash) shows additional peaks
corresponding to triplet transitions.

Table 1. Linear Response Excitation Energies (au)

z-allowed singlet triplet

TDHF/STO-3G
H2 0.94 0.57
LiH 0.17 0.13
CO 0.64 0.20

1.10 0.89
1.27 1.13

TDHF/6-31G(d,p)
H2 0.55 0.37
LiH 0.15 0.11
CO 0.54 0.22

0.67 0.58
0.95 0.77
1.06 0.97

TDPBE/STO-3G
H2 0.95 0.62
LiH 0.13 0.11
CO 0.64 0.31

0.98 0.79
1.14 1.00

Figure 4. TDHF/6-31G(d,p) absorption spectra for H2, LiH,
and CO. Fourier transformation of the total dipole moment
(black) shows dipole allowed singlet-to-singlet transitions.
Fourier transformation of the R or � contribution to the dipole
moment (gray dash) shows additional peaks corresponding
to triplet transitions.
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transition energies, the peak due to transition between the
excited states is red-shifted by ∼0.02 au compared to TDHF.

Conclusion

In this work we present a method that models singlet-triplet
transitions within real-time TDHF and TDDFT methods.
With the introduction of a spin-dependent perturbation, we
show the incorporation of the triplet wave function into the
superposition state achieved through real-time electron
density propagation via monitoring of the R and � popula-
tions as well as the value of 〈Ŝ2〉. With this mixed-spin
superposition state, we observe both S0f singlet transitions
and S0f triplet transitions as well as transitions between
excited states.
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Abstract: Extensive Time-Dependent Density Functional Theory (TD-DFT) calculations have
been carried out in order to obtain a statistically meaningful analysis of the merits of a large
number of functionals. To reach this goal, a very extended set of molecules (∼500 compounds,
>700 excited states) covering a broad range of (bio)organic molecules and dyes have been
investigated. Likewise, 29 functionals including LDA, GGA, meta-GGA, global hybrids, and long-
range-corrected hybrids have been considered. Comparisons with both theoretical references
and experimental measurements have been carried out. On average, the functionals providing
the best match with reference data are, one the one hand, global hybrids containing between
22% and 25% of exact exchange (X3LYP, B98, PBE0, and mPW1PW91) and, on the other
hand, a long-range-corrected hybrid with a less-rapidly increasing HF ratio, namely LC-ωPBE(20).
Pure functionals tend to be less consistent, whereas functionals incorporating a larger fraction
of exact exchange tend to underestimate significantly the transition energies. For most treated
cases, the M05 and CAM-B3LYP schemes deliver fairly small deviations but do not outperform
standard hybrids such as X3LYP or PBE0, at least within the vertical approximation. With the
optimal functionals, one obtains mean absolute deviations smaller than 0.25 eV, though the
errors significantly depend on the subset of molecules or states considered. As an illustration,
PBE0 and LC-ωPBE(20) provide a mean absolute error of only 0.14 eV for the 228 states related
to neutral organic dyes but are completely off target for cyanine-like derivatives. On the basis
of comparisons with theoretical estimates, it also turned out that CC2 and TD-DFT errors are of
the same order of magnitude, once the above-mentioned hybrids are selected.

1. Introduction

Developing methodological approaches able to accurately
deliver the transition energies corresponding to electronically
excited-states remains a major challenge for theoretical
chemists. Historically, the first computational schemes
developed relied on semiempirical theories.1 The most
successful model, namely ZINDO,2 was purposed-designed

to allow quick estimates of the main features of UV/visible
spectra and remains popular today. However, the quantitative
aspect of the obtained results (absorption wavelengths and
transition probabilities) was found to be highly system-
dependent, a problematic feature.3-5 More recently, calcula-
tions carried out for organic dyes have indicated that PM56

could be a promising approach,7 but such a claim remains
to be tested on a broader set of transitions and molecules.
At the other extreme of the theoretical palette, one finds
highly correlated ab initio approaches such as SAC-CI,
EOM-CC, MR-CI, or CAS-PT2 that allow very accurate
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estimates but are limited to rather small systems due to their
extreme computational cost. Two of the most extensive
investigations performed with such high-accuracy approaches
(CC3 and CCSDR) have been published very recently by
Thiel and its co-workers.8,9 Although these contributions
certainly represent a very large computational effort, they
have been “limited” to molecules of about 15 atoms
(naphthalene was the largest compound treated with CC3)
and relied on a diffuse-free polarized triple-� basis set. While
it is true that CAS-PT2 and CC2, the two “lighter” wave
function approaches, could possibly be applied to molecules
containing about 40 atoms,10-18 the current implementations
of these ab intio theories often do not permit a systematic
inclusion of medium effects. This is a problematic drawback,
as it is well-known that excited-state properties tend to be
more solvent-sensitive than their ground-state counterparts.19

Clearly, the difficulties to apply the highly correlated
approaches to a broad set of molecules in a real-life
environment have yet not been completely solved. In terms
of computational cost, one finds an intermediate between
semiempirical theories and wave function approaches, namely
time-dependent density functional theory (TD-DFT).20-23

TD-DFT is the most widely applied ab initio tool for
modeling the electronic spectra of organic and inorganic
molecules24,25 and can be extended to incorporate environ-
mental effects either through a modeling of the bulk
environment19,26-29 or through a variety of QM/MM
approaches.30-35 Despite its successes and versatility, TD-
DFT is limited and suffers an important drawback: the quality
of the obtained results is profoundly functional-dependent.
Indeed, the appropriate selection of the exchange-correlation
form is often crucial to grasp chemically sound conclusions.
For most excited-states, hybrid functionals that incorporate
a fraction of exact exchange (EE) tend to provide more
accurate estimates than pure functionals. Anyway, transition
wavelengths to excited-states presenting a doubly excited
character or a significant charge-transfer nature are tradition-
ally poorly estimated, as are the electronic spectrum of
molecules having a strong multideterminantal nature. For sure
these deficiencies are related to the approximate nature of
today’s implementation, as illustrated by the recently devel-
oped long-range-corrected hybrids (LCH),36-44 that appear
to correctly appraise the charge-transfer properties. Contrary
to the global hybrids (GH), LCH presents an EE percentage
depending on the interelectronic distance, allowing a physi-
cally correct asymptotic behavior when the two electrons
are far apart.

It is quite astonishing that only a limited number of
contributions collated the pros and cons of functionals in
the TD-DFT framework, for a significant set of molecules.
In Table 1, we summarize the selected methodologies and
training sets for twelve investigations tackling this question.
One can certainly find many other TD-DFT studies using
GH or LCH but often specific to a specific class of
molecules.5,45-53 As can be seen, not only the training set
but also the details of the methodologies selected for
benchmarking (including the size of the basis set and the
possible modeling of solvent effects) differ significantly from
one work to the other. We believe it is especially striking

that most studies include only a very small number of
functionals (typically three) and that only four works used
more than 100 excitations to obtain statistically meaningful
conclusions. Considering the different training sets and
procedures, it is to be expected that the conclusions of these
investigations are not perfectly uniform. While the obtained
mean absolute deviation (MAE) for the “best” functional is
typically close to 0.25 eV, the actual findings are in fact
partly antagonistic, making it difficult to appreciate the
“general” functional performance in the TD-DFT framework:

1. Tozer and co-workers concluded that CAM-B3LYP40

leads to much smaller deviations than B3LYP54 for a variety
of transitions of medium-size chromogens.55 The average
B3LYP error being completely unacceptable (>1.0 eV) for
both Rydberg and charge-transfer states.55,56 For valence
transitions, all tested functionals (PBE, B3LYP, and CAM-
B3LYP) provided similar MAE (0.27, 0.26, and 0.27 eV,
respectively).55

2. Rohrdanz and Herbert found that an accurate description
of both the ground-state and excited-state properties of large
molecules was uneasy with common LCH functionals57 and
subsequently design a LCH functional working for both
ground- and excited-states.58 This new LCH functional
provided a MAE of about 0.3 eV.58

3. For the λmax related to πf πf transitions in 100 organic
dyes, we found, within the vertical approximation, that PBE0
outperforms LCH and provides a MAE close to 0.15 eV,59

the errors being of the same order of magnitude for nf πf

transitions.60,61 For the same set of π f πf transitions,
CAM-B3LYP provided significantly larger deviations (0.26
eV).59

4. Thiel’s group used BP86, B3LYP, and BHHLYP and
they obtained MAE of 0.52 eV, 0.27, and 0.50 eV,
respectively, for more than 100 transitions in small mol-
ecules,62 using their own “best theoretical estimates”8 as
reference values.

5. Dierksen and Grimme concluded from an extensive
vibronic investigation of (mainly) hydrocarbons that the
optimal global hybrid should contain between 30% and 40%
of EE.63 Comparing their vertical (0-0) TD-DFT data to
their solvent-corrected experimental references, we calculated
MAE of 0.43 (0.57) eV, 0.21 (0.34) eV, and 0.31 (0.18) eV
for BP86, B3LYP, and BHHLYP, respectively.

6. Very recently,64 Goerigk et al. used the CAS-PT2 result
of ref 8 to benchmark double-hybrid functionals65 and found
a MAE of 0.22 eV for B2PLYP and B2GPPLYP, signifi-
cantly smaller than with B3LYP (0.30 eV) and confirmed
this finding on a set of five large chromophores.

Consequently, given an arbitrary molecule, it remains
difficult to know without testing what is (are) “reasonably”
the most adequate functional(s) to evaluate the electronic
spectra. Should one choose a GH or a LCH? Would the error
be much larger with a GGA than with a GH? What is the
“expected” accuracy with today’s computational procedure?
Are ab intio functionals outperforming (or not) parametrized
functionals? Should the chosen functional vary for molecules
of different size? Of course, all these questions have been
tackled in part in the above-mentioned works, but with no
generic answer embraced by a large community. Here, we
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have performed benchmarks that are more complete than any
previously published data, both from the point of view of
the number of molecules considered and of the set of pure
and hybrid functionals incorporated.

2. Methodology

2.1. Strategy. As can be seen in Table 1, two philosophies
can be used to benchmark TD-DFT functionals: versus
experiment (VE) or versus theory (VT). Both approaches
have advantages and disadvantages. Trying to closely match
experiment (VE) is generally desired in most practical
applications and allows to include in the training set a wide
range of molecules and compounds. On the other hand, one
would normally need to compute the full vibronic spectra
(and not “simply” vertical transitions) and to perfectly model
the experimental setup (pressure, temperature, full environ-
mental effects, ...), both tasks being impossible for a large
set of solvated molecules. Additionally, it is not always
straightforward to pinpoint the theoretical transition actually
corresponding to the experimental measures, especially for
highly excited states. Comparisons with accurate wave
function estimates (VT) allows straightforward and physically
meaningful comparisons (same conditions, same transitions)
but is obviously limited by the availability of theoretical data,
i.e. only small molecules can be included. In many cases,
CC2 results have been used as reference values for medium
size molecules, a strategy that we think unsatisfying. Indeed,
we computed a MAE of 0.27 eV (0.30 eV) between the CC2/
TZVP and the CAS-PT2/TZVP (“best estimates”) values for
the 103 singlet-excited excited-states of ref 8.66 Even for
low-lying excited-states, CC2 is often off the theoretical limit
by 0.1 eV,8 a value equal to one-half or one-third of the
typical TD-DFT error.

In the following, we will use both philosophies so to be
as general as possible. In what concerns the versus theory
scheme, we have selected Thiel’s set (VT set in the
following) and mimic exactly the computational procedure
(basis set and geometry). For the VE set, we have used a
computational strategy that is at the limit of today’s pos-
sibilities for such a set of molecules, trying to circumvent
the possible limitations of our computational procedure. For
the sake of consistency, we have chosen to use a uniform
methodology (basis set, solvent effects, ...) for all VE
molecules.

2.2. General Computational Procedure. All calculations
have been performed with the Gaussian suite of programs,
using both the commercial and development versions67,68

with a tight self-consistent field convergence threshold (10-8

to 10-10 au). For the VE set, we have followed a well-
established three-step approach:25 i) the ground-state geom-
etry of each compound has been optimized until the residual
mean force is smaller than 1.0 × 10-5 au (so-called tight
threshold in Gaussian); ii) the vibrational spectrum is
analytically determined to confirm that the structure is a true
minimum; and iii) the vertical transition energies to the
valence excited states are computed with TD-DFT. For the
VT set, the geometries have been taken from ref 8 and step
iii) directly performed.

As the majority of experimental data are obtained in
condensed phase, we have included bulk solvent effects in
our VE model (all VT calculations are in gas-phase). This
was performed at each stage, including geometry optimiza-
tions and Hessian calculations, using the well-known Po-
larizable Continuum Model (PCM),19 that is able to obtain
a valid approximation of solvent effects as long as no specific
interactions link the solute and the solvent molecules.
Typically solvent-solute hydrogen bonds tend to influence
more significantly the nf πf transitions than their πf πf

counterparts, and we have tried to select aprotic solvent for
the former, at least when different experimental values are
available. The list of solvent selected is given in the
Supporting Information. The default PCM Gaussian param-
eters have generally been used, though for a few calculations
if was necessary to change the atomic raddi (UAKS instead
of UA0) or to switch off the presence of smoothing sphere
(NoAddSph) to converge the force minimizations. For the
records, note that some default PCM parameters might differ
between the two versions of the program used. All TD-DFT
calculations have been performed within the nonequilibrium
approximation, valid for absorption spectra.19

2.3. Functionals and Basis Sets. As we want to assess
the pros and cons of a series of DFT approaches, a very
extended set of functionals has been used. Apart from the
Time-Dependent Hartree-Fock approach (TD-HF, refereed
to as HF in the following), the selected functionals can be
classified in five major categories: LDA, GGA, meta-GGA,
GH, and LCH. In the first category, that is expected to be
the less efficient we have selected only one functional,
SVWN5.69,70 We have chosen four GGAs, namely BP86,71,72

BLYP,71,73 OLYP73,74 and PBE,75 whereas we have picked
up three popular meta-GGA: VSXC,76 τ-HCTH77 and
TPSS.78 Twelve global hybrids have been used: TPSSh
(10%),79 O3LYP (11.61%),80 τ-HTCHh (15%),77 B3LYP
(20%),54,81 X3LYP (21%),82 B98 (21.98%),83 mPW1PW91
(25%),84 PBE0 (25%),85,86 M05 (28%),87 BMK (42%),88

BHHLYP (50%),89 and M05-2X (56%).90 The LCH con-
stitute the last category and use a growing fraction of EE
when the interelectronic distance increases. This is formally
performed by partitioning the two-electron operator as36,40,91

The first term of the rhs of this equation describes the so-
called short-range effect and is modeled through DFT
exchange, whereas the second term corresponds to the long-
range contribution calculated with the HF exchange formula.
In eq 1 ω is the range separation parameter, while R and
R + � define the EE percentage at r12 ) 0 and r12 ) ∞,
respectively. The LC model uses R ) 0.00, � ) 1.00, and
ω ) 0.33 au-1 in eq 137,38 and has been applied to both
GGA and meta-GGA to give LC-BLYP, LC-OLYP, LC-
PBE, LC-τ-HCTH, and LC-TPSS. The approach designed
by Vydrov and Scuseria,42,43 namely LC-ωPBE, with ω )
0.40 au-1 and R ) 0, � ) 1, has been used as well. Note
that in LC-ωPBE, the short-range exchange functional can
be rigorously derived41,92 by integration of the model

1
r12

)
1 - [R + � erf(ωr12)]

r12
+

R + � erf(ωr12)

r12

(1)
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exchange hole.42,43 We have also used a variation of the LC-
ωPBE functional using ω ) 0.20 au-1 (all other parameters
are the same as the original model), here denoted LC-
ωPBE(20). Indeed, such smaller ω has been recently found
promising for TD-DFT calculations on large molecules.57,58

Note that the functional designed in ref 58 differs from LC-
ωPBE(20) by the use of 20% of short-range exchange.
Additionally, the well-known CAM-B3LYP model (R )
0.19, � ) 0.46 and ω ) 0.33 au-1) has been included in our
set.40 As the sum of R and � is not strictly equal to 1.00 in
CAM-B3LYP, the exact asymptote of the exchange potential
is lost, whereas a larger percentage of HF exchange is
included at short-range. Eventually, we note that all LCH
functionals selected in this work use full-range semilocal
correlation.

In the VE set, steps i) and ii) of section 2.2 have been
performed a split-valence triple-� 6-311G(d,p) basis set
that delivers fully converged geometrical parameters for
most molecules.93 As our main focus is the TD-DFT part,
all optimizations have been achieved with the PBE0
functional, that is suitable for most organic molecules, so
to avoid that the quality of the geometry interferes with
the evaluation of the performances of the functional for
transition energies. In particular, it has been shown that
several LCH lead to relatively poor geometries, so that
performing geometry optimization and transition energy
calculations with the same LCH may yield unsatisfactory
results.57,61 It has been tested that choosing another GH such
as B3LYP indeed delivers very similar structural parameters
for most molecular families in the VE set. The electronic
excitations (step iii) were evaluated with the 6-311+G(2d,p)
basis set, as such a basis set often bestows converged
transitions wavelengths for medium and large chro-
mophores,25 as long as no Rydberg state is considered. The
second d polarization function has been shown compulsory
for indigoids,94 coumarins,95 and diarylethenes:5 this second
function is therefore necessary to get closer to converged
results. The accuracy of 6-311+G(2d,p) for low-lying excited-
states of medium and large molecules can be illustrated by
numerous examples: 1) for the λmax of two typical dia-
rylethenes, the differences between the 6-311+G(2d,p) and
6-311++Gp(2df,2pd) results are limited to +0.007 and
-0.004 eV;5 2) the differences are also negligible ((0.007
eV at most) when adding additional diffuse or polarization
functions on the selenoindigo,96 thioindigo,45 and indigo94

structures; 3) for four diphenylamine dyes one notes no variation
when using 6-311++G(3d,3p) instead of 6-311+G(2d,p);97 4)
the first n f πf transition of thioacetone computed with
6-311+G(2d,p) is within 0.005 eV of the 6-311++G(3df,3pd)
results, for a constant geometry;48 5) among the two strong
transitions of five 1,4-naphthoquinones, the largest discrepan-
cy noted between 6-311++G(3df,3pd) and 6-311+G(2d,p) is
0.012 eV;98 6) the largest deviation between the results
calculated with these two basis sets is limited to 0.011 eV
both neutral and anionic dinitrophenylhydrazones;99 7) the
three major transitions of a large tetrakis hydrocarbon
undergo no change when shifting from 6 to 311+G(2d,p) to
6-311++G(3df,3pd).100 Of course, for the small molecule
subset and, more specifically, the tiny systems listed in Table

XXVII of the Supporting Information, the errors induced by
the 6-311+G(2d,p) choice are certainly non-negligible, and
we are far from convergence. In the VT set, we have used
the TZVP basis set during the TD-DFT step to be consistent
with ref 62. Note that the basis set effects can be large for
some cases of the VT set, as discussed previously.8 In other
words, basis sets including diffuse functions would certainly
modify the TD-DFT estimates of the VT set, but we have
conserved this basis set for the sake of consistency (see
below).

2.4. Building the VE Training Set. As we have discussed
in the Introduction, building a meaningful training set of
molecules is certainly important. In this first work, we focus
on the singlet-excited states of (bio)organic molecules that
are the focus of most TD-DFT investigations. We have tried
to obtain a set of molecules as large as possible and as
inclusive as possible. Indeed, our VE training set includes
all molecules of refs 1, 7, 10, 12, 59, 60, and 61 as well as
the majority of the compounds of refs 55 and 63. We want
to highlight that absolutely no structure was simplified with
respect to the actual experimental structure, e.g. no t-Bu side
chain was replaced by a methyl group or a simple hydrogen
atom, as common in many theoretical works. Additionally,
no system was discarded because of the probable inefficiency
of TD-DFT to model them correctly. For instance, we have
included many cyanine dyes that, due to their multideter-
minantal nature,101 are not satisfactorily modeled even with
the most refined functionals.65,102 The VE set (see the
Supporting Information) contains 483 molecules, for a total
of 614 excited-states. We have divided our full set of
molecules in various subgroups for neutral dyes, charged
dyes, hydrocarbons, biomolecules, oligomers, ... In what
concerns the dyes, azobenzene, anthraquinone, and triph-
enylmethane derivatives are strongly represented as they
constitute the three most important classes of “absorption”
dyes.103,104 The design of subgroups has been achieved not
only to ease the reader’s work but also to be able to test the
consistency of the TD-DFT estimates within specific struc-
tural families. For the record, we note that consistently with
ref 8, the VT set contains 28 molecules and 103 excited-
states.

2.5. Reference Values. In the VT set, we have selected
the reference values which are either the “best theoretical”
estimates or the CAS-PT2/TZVP values,8,62 the latter ensur-
ing perfectly meaningful comparisons from the basis set point
of view.105 In the VE set, choosing appropriate references
is more difficult. In most cases, the experimental works only
report the longest wavelength of maximal absorption (λmax)
with possibly the related molar absorption coefficient. For
most dyes or large conjugated molecules, this corresponds
to the first low-lying transition with a large oscillator strength,
and the comparison between theory and experiment is
straightforward. In other cases (typically small chromogens
or unconjugated molecules), comparisons could be more
difficult, and we used the relative oscillator strength and
symmetry of the excited-states to pinpoint the correct
transition. For sure, a few specific assignments could be
discussed although, on the one hand, their statistical weight
is indeed limited, and, on the other hand, a reasonable
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chemical assignment (as the one used here) is often
performed in practice, the explicit experimental information
for the nature of the excited-state being frequently missing.
When the vibronic structure is clearly defined experimentally,
as for most hydrocarbons, we have listed in the Supporting
Information tables both the transition with the largest molar
absorption coefficient (selected in most comparisons for the
sake of consistency with other experimental data) and the
likely 0-0 peak. Our experience is that both GH and LCH
generally provide theoretical spectra that are more easily
comparable to experiment, as only a few transitions do
present large oscillator strength. With pure functionals, the
interpretation tends to be less immediate. Finally, when
several experimental values in the same conditions are
available, the average value was used for comparisons.

2.6. Limitations. For the VE comparisons, several limita-
tions can be pointed out. The first is certainly the lack of
vibronic couplings,63,106 in our model, meaning that we
incorrectly compare purely vertical transitions to experimen-
tal transitions. Unfortunately, computations of the Franck-
Condon factors require the determination of the Hessian of
the relevant excited-state, a task that is very far from today’s
possibilities with a large basis set, for a large number of
functionals and molecules in a solvated environment. The
differences between vertical and 0-0 transitions could be
sizable:13,63 in a recent work Grimme and co-workers
obtained variations in the 0.24 eV-0.41 eV range for five
large chromophores.64 This clearly indicates that computation
of the 0-0 spectra for all molecules would certainly lead to
different conclusions regarding the merits of each functionals.
On the bright side, using vertical transitions has a practical
advantage: such calculations are much faster and are used
in the large majority of TD-DFT works. The second possible
origin of theory/experiment deviation is the modeling of
solvent effect that is limited to a bulk linear-response
approach. It is obvious that protic solvents might interact
specifically with many chromogens, tuning the computed
spectra,26,107,108 while for molecules undergoing a large
change of dipole moment between the ground- and excited-
state, like coumarins, a state-specific PCM modeling would
be more suited.109 On the contrary, we believe that the
selected basis sets are large enough to induce a negligible
error, whereas the choice of PBE0 for optimizing the ground-
state geometries should not cause a significant bias but for
long oligomeric chains.102,110,111

All these limitations do not exist for the VT set, where
only the reliability of the theoretical reference could be
criticized. While CAS-PT2, CC3, MR-CI, MRMP, ... values
used to determine the “best estimates” in ref 8 are certainly
not perfect, they are probably close enough to the theoretical
limit, so that we assume in the following that the main error
originates from the selected functionals, not from the
theoretical reference. Of course, when comparing with these
“best estimates” (obtained with different basis sets), the lack
of diffuse functions in TD-DFT/TZVP might also induce an
error. Using CAS-PT2/TZVP results for reference allows to
lift this problem, although the errors associated with CAS
benchmarks still remains non-negligible for a few specific
states.112

3. Results

For such extensive benchmark calculations, it is useless to
analyze the computed spectra molecule-per-molecule, as one
can always find a case for which a specific functional does
provide the most accurate results. Only statistical analysis,
allowing to unravel general trends does matter. The transition
energies obtained for each molecules/functionals as well
statistical results are catalogued in the Supporting Informa-
tion.

3.1. Analysis of the VT Set. Let us start our comparisons
with the VT set. The computed MSE, MAE, and the R2

obtained through linear fitting for BP86, B3LYP, and
BHHLYP are within 0.01 eV of the one reported by Silva-
Junior and co-workers62 for the same methods, confirming
that the computational details (DFT integration grid, exact
implementation of each functional, ...), that may differ from
code to code, have a totally negligible impact. From the
Supporting Information, it is clear that benchmarking the TD-
DFT/TZVP values wrt the “best estimates” or wrt the CAS-
PT2/TZVP references yield similar average deviations and
error patterns. Therefore, in the following, we discuss the
comparison with the former set of references, except when
noted. The amplitude of the MAE for the 29 functionals are
depicted in Figure 1. It turns out that HF provides very large
errors (|MSE|, MAE, and RMS > 1.00 eV) and overestimates
the transition energies in nearly 90% of the cases. It is worth
pointing out that the HF errors are even larger for n f πf

states with a MAE (RMS) of 1.36 eV (1.47 eV). The
especially small HF R2 (0.73) also indicates inconsistent
predictions, and one can definitively rule out the uncorrelated
approximation. In fact, using any DFT scheme does reduce
the errors by a factor ranging from two to four. As expected,
the pure functionals tend to provide too small transition
energies, with MSE > 0.2 eV, although two of the meta-
GGA (VSXC and TPSS) yield significantly more accurate
spectral data than SVWN5, BLYP, BP86, OLYP, and PBE,
in agreement with the ladder of functionals proposed by
Perdew.22 For instance, VSXC delivers a MAE of 0.39 eV

Figure 1. Mean Absolute Error for the full VT set (eV). The
“best estimates” of ref 8 are used as references.
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and a RMS of 0.47 eV, both 0.15 eV smaller than their BP86
counterpart: if only pure functionals are available, using the
most refined one is indeed useful. All pure functionals are
characterized by R2 of 0.91 or 0.92, indicating that the
chemical ordering is only reasonably restored by these ap-
proximations. Global hybrids are more accurate than the
GGA and meta-GGA, and adding more and more EE tends
to shift the transition energies to larger values. Consequently,
the MSE evolves quite smoothly with the EE percentage (at
the notable exception of M05), remaining slightly positive,
as in pure functionals, for TPSSh and becoming largely
negative for BHHLYP, that overestimates the transition
energies by an average 0.42 eV (0.38 eV when CAS-PT2
values are selected as reference). Pinpointing the four GH
presenting the MSE the closest to zero (X3LYP, B98,
mPW1PW91, and PBE0) allows to state that functionals
containing between 22% and 25% of EE are on the spot. As
the exact same four GH provide the smallest MAE (see
Figure 1), the smallest RMS and the largest R2, and as these
findings hold for both sets of reference values (“best
estimates” and CAS-PT2/TZVP), these methods can be
considered as best choice, at least for small molecules. The
MAE of all LCH with an ω ) 0.33 au is close to 0.3 eV,
due to an overestimation of the transition energies. We note
that LC-ωPBE, characterized by a larger range-separation
parameter, has a larger MAE (0.46 eV), while LC-ωPBE(20)
relying on a less rapidly increasing fraction of EE presents
a small and positive MSE. While CAM-B3LYP allows more
accurate results than LC-BLYP, it remains slightly less
efficient than B3LYP. This contradicts the results of Peach
and co-workers.55 A possible explanation of this discrepancy
is the small size of the VT molecules: charge-transfer states
are not significantly represented, which penalizes the CAM
model.

For a more thorough discussion of the accuracy within
each chemical family of the VT set, we refer the reader to
ref 62 in which BP86, B3LYP, and BHHLYP performances
are discussed in detail. The conclusions can be extended to
other pure functionals and global hybrids. Nevertheless, as
LCH have not been used before for the same set of
molecules, it is probably worth discussing further this
category of functionals. For the acene series, the Bu states
are accurately estimated by LCH, including the correct
evolution with oligomer length. For instance, the vertical
transition energy to the first Bu state decreases by 1.52 eV
(1.77 eV with CAS-PT2) from butadiene to octatetraene, a
value nicely reproduced by CAM-B3LYP (1.65 eV). This
conclusion is in agreement with the investigation of Peach
et al.,55 though they selected different ground-state geom-
etries and reference values. On the contrary, for the Ag states,
that are already poorly described by GH, the LCH are of no
help and yield very large errors, e.g. LC-TPSS is 1.97 eV
off for hexatriene. Therefore, it appears that all monodeter-
minantal DFT approaches fail to recover the correct ordering
of the Ag and Bu states, at least for medium-sized polyacety-
lene oligomers.62,64 For unsaturated cyclic hydrocarbons,
LCH tend to outperform the commonly used GH. This is
especially striking for norbornadiene for which CAM-B3LYP
provides A2/B2 states at 5.13/6.03 eV in good agreement with

the reference data (5.34/6.11 eV), whereas PBE0 strongly
undervalues these energies (4.91/5.67 eV). For benzene and
naphthalene, we found that CAM-B3LYP transitions energies
are larger than their B3LYP counterpart for the low-lying
states, exactly as in ref 55. This difference between LCH
and GH pertains for higher transitions, leading to large
deviations for the higher-excited states that are strongly
overestimated with all LCH [but LC-ωPBE(20)] but reason-
ably reproduced with GH like B3LYP or PBE0. This latter
finding follows our previous work on Rydberg states.113 For
the heterocyclic structures, the LCH do not cure the most
significant GH deficiencies. For instance the first B2u states
of pyrazine is located at 5.44 eV with PBE0 and 5.40 eV
with LC-PBE but at 4.64 eV with the best wave function
scheme (4.85 eV with CAS-PT2). Likewise, the first π f
πf state of s-triazine should be close to 5.79 eV but is
overvalued by all hybrids (PBE0: 6.24 eV and LC-PBE: 6.21
eV). In addition, we note that the nf πf states are extremely
sensitive to the EE percentage. Indeed, for the 20 n f πf

transitions of the heterocycle subset, the MSE (MAE) is 0.66
eV (0.66 eV) with BLYP, 0.13 eV (0.16 eV) with B3LYP,
-0.56 eV (0.56 eV) with BHHLYP, -0.09 eV (0.15 eV)
with LC-BLYP, and -0.18 eV (0.21 eV) with CAM-B3LYP.
For these 20 states, PBE0 and mPW1PW91 give the smallest
MAE (0.13 eV), while, on the contrary, LC-ωPBE(20) that
was efficient on average is not appropriate (MAE of 0.36
eV). For aldehydes and ketones, LC-GGA, LC-metaGGA,
and CAM-B3LYP give accurate estimates of the transition
energies. The MAE of CAM-B3LYP for this subset is limited
to 0.15 eV with only one of the high-energy states of
benzoquinone being poorly evaluated. For the amides, the n
f πf are correctly evaluated by all LCH, but the π f πf

transition energies are significantly overestimated. Eventu-
ally, for the four nucleobases, the largest systems of the VT
set, we found that the MAE of LCH are significantly larger
than these of 25%-GH (LC-OLYP: 0.31 eV, CAM-B3LYP:
0.25 eV versus PBE0: 0.09 eV), the LCH’s errors being
largest for n f πf transitions. For the low-lying states of
uracil, a more complete investigation of the merits of
different (PCM-)TD-DFT approaches has recently been
published by Improta and Barone.114 Overall, it is worth
pointing out that, for the small molecules of the VT set, LCH
tend to behave like GH containing a sizable fraction of EE.
This is quite obvious by comparing the CAM-B3LYP and
BMK columns in the Supporting Information. The similarity
is large enough so that the mean absolute difference between
the two sets of data is limited to 0.11 eV, whereas the R2

relating the results of the two functionals attains 0.99.

Previous works on the same set of molecules also used
different approaches.62,64 The DFT MR/CI scheme of ref
62 is more accurate than the four best GH listed above
(X3LYP, B98, PBE0, and mPW1PW91), though the differ-
ences remains trifling, the multireference MAE being 0.22
eV (instead of 0.24 eV) and the related R2 reaching 0.96
(instead of 0.95). Determining if these improvements justify
the computational effort related to the DFT MR/CI approach
probably depends of the nature of the case under scrutiny.
CC2 yields larger MAE (0.30 eV) but better correlation (R2

) 0.97)8 than the 22-25% functionals, clearly hinting that
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CC2 cannot be viewed as “systematically more accurate”
than TD-DFT, nor can it be used to benchmark DFT
functionals without adequate testing. Of course, CC2 values
are expected to be more basis set dependent than the TD-
DFT ones, and our conclusion holds only for medium-size
basis sets. However, using the CAS-PT2/TZVP as reference,
we obtain a MAE of 0.27 eV for CC2/TZVP and 0.26 eV
for PBE0/TZVP, meaning that their performances are
extremely similar. At the very least, these results indicate
that, although CC2 remains a method of choice to tackle
specific problems, its blind and straightforward application
does not always guarantee outperforming TD-DFT. Starting
with the B2LYP and B2PLYP of ref 64 we have performed
a statistical analysis for the same set of reference, that is the
“best estimates” not the CAS-PT2 values. We obtain rather
poor results with B2LYP (MSE)0.45 eV, MAE)0.52 eV,
rms)0.62 eV and R2)0.90) but very accurate ones for
B2PLYP (MSE)0.01 eV, MAE)0.18 eV, rms)0.25 eV and
R2)0.97). These findings are in perfect agreement with the
conclusions of Grimme and co-workers:64 it indeed appears
that B2PLYP surpasses significantly all other hybrids
(including the DFT MR/CI scheme) as well as CC2. This
indicates that such double-hybrid functional might allow the
taking of the inner track for accurate spectroscopic estimates.

3.2. The Complete VE Set. A statistical analysis per-
formed for the 29 functionals applied on the 614 excited-
states of the VE set can be found in Table 2. We remind
that the molecules of this set tend to be (much) larger than
in the VT set. The mean signed error (MSE) indicates that
pure functionals tend to underestimate the transition energies
by approximatively 0.3 eV, though, as in the VT set, the
errors are significantly smaller with two of the three meta-
GGA: VSXC (0.15 eV) and TPSS (0.20 eV). Including a
small fraction of exact exchange is sufficient to be much
closer to the spot, as illustrated by TPSSh (MSE ) 0.05 eV).
In fact, the MSE varies quite steadily with the amount of
EE included in the GH, being close to zero for about 21%
of EE, slightly negative with 25%, and strongly negative for
BMK, BHHLYP, and M05-2X. All GH containing between
15% and 27% of EE deliver |MSE| below the 0.10 eV mark
and could therefore be considered as satisfactory for this
criterion, especially B3LYP and X3LYP. For most LCH, the
MSE are similar to those of pure functionals, though with
the opposed sign: standard LCH tend to overestimate the
transition energies. The error is only acceptable for LC-
ωPBE(20) that uses significantly less EE, confirming the
conclusions of the Herbert’s group.57,58 On the other hand,
we found that CAM-B3LYP, that is characterized by a
smaller fraction of EE at a large interelectronic distance
(65%), appears more accurate than Hirao’s LC-GGA meth-
ods, though it still yields a sizable MSE (-0.25 eV). Let us
now turn toward the MAE and RMS errors. If HF is clearly
an extremely poor approximation for transition energies
(MAE of 0.85 eV), the errors remain large for all pure
functionals, ranging from 0.32 eV (VSXC) to 0.41 eV
(SVWN5). Not surprisingly, they are significantly reduced
by adding EE, the minimal MAE for GH being obtained for
functionals containing between 22% and 25% of EE (X3LYP,
B98, PBE0 and mPW1PW91). The exact same four ap-

proaches have been found most efficient for the VT set. This
percentage can therefore be viewed as optimal for computing
transition energies of organic derivatives. This is good news:
the same amount of EE yields accurate ground-state geom-
etries and spectroscopic properties for the same kind of
compounds. LC-ωPBE(20) delivers the same MAE as the
best GH, in agreement with refs 57 and 58, whereas CAM-
B3LYP remains acceptable (MAE of 0.30 eV). On the
contrary, all other LCH yield too large MAE and RMS and
could probably be discarded. These trends can be further
rationalized by considering the selected error profiles depicted
in Figure 2. One clearly notes that the error profile of BP86
is quite loose and moved to the right (too small transition
energies). VSXC improves the pattern, confirming that it is
one of the most satisfactory pure functional. TPSSh and
PBE0 profiles are centered close to zero and are much more
tight, the most probable PBE0 error being close to zero. The
LC-ωPBE(20) profile is even tighter explaining the small
rms, while the CAM-B3LYP sketch remains tight but is
clearly unbalanced to the left (too large transition energies).

In Table 2, one notes that the R2 obtained through linear
regression are quite large as could be expected for a broad
set of transitions ranging experimentally from 1.56 to 10.27
eV! Obviously, pure functionals are systematically character-

Table 2. Statistical Analysis for the Full VE Set (614
Excited-States)a

before fitting after linear regression

functional MSE MAE RMS R2 MAE RMS

HF -0.82 0.85 0.96 0.88 0.37 0.48
SVWN5 0.32 0.41 0.48 0.94 0.28 0.35
BLYP 0.32 0.40 0.47 0.94 0.28 0.35
BP86 0.29 0.38 0.46 0.94 0.28 0.34
OLYP 0.29 0.38 0.45 0.94 0.28 0.35
PBE 0.29 0.39 0.46 0.94 0.28 0.34
VSXC 0.15 0.32 0.39 0.94 0.27 0.34
τ-HCTH 0.27 0.37 0.44 0.94 0.28 0.34
TPSS 0.20 0.34 0.41 0.94 0.27 0.34
TPSSh 0.05 0.26 0.32 0.95 0.24 0.30
O3LYP 0.11 0.26 0.32 0.95 0.24 0.30
τ-HCTH-hyb 0.06 0.24 0.31 0.96 0.23 0.29
B3LYP 0.01 0.23 0.29 0.96 0.22 0.28
X3LYP -0.01 0.22 0.28 0.96 0.22 0.28
B98 -0.04 0.22 0.29 0.96 0.22 0.28
PBE0 -0.08 0.22 0.29 0.96 0.21 0.27
mPW1PW91 -0.08 0.22 0.29 0.96 0.21 0.27
M05 -0.02 0.25 0.31 0.95 0.25 0.30
BMK -0.26 0.32 0.39 0.96 0.22 0.27
BHHLYP -0.36 0.40 0.47 0.95 0.23 0.29
M05-2X -0.29 0.38 0.45 0.95 0.25 0.32
LC-ωPBE(20) -0.08 0.22 0.27 0.96 0.20 0.26
LC-BLYP -0.31 0.35 0.41 0.96 0.22 0.27
LC-OLYP -0.34 0.37 0.43 0.96 0.21 0.27
LC-PBE -0.34 0.38 0.44 0.96 0.21 0.26
LC-τ-HCTH -0.32 0.36 0.42 0.96 0.22 0.28
LC-TPSS -0.38 0.40 0.46 0.96 0.21 0.26
LC-ωPBE -0.46 0.48 0.54 0.96 0.23 0.29
CAM-B3LYP -0.25 0.30 0.36 0.96 0.21 0.26
MLR, eq 2 0.98 0.16 0.20
MLR-P, eq 3 0.97 0.20 0.25
MLR-B, eq 4 0.97 0.20 0.26

a MSE stands for the mean signed error (experiment-theory),
MAE stands for the mean absolute error, and RMS is the residual
mean-squared error. At the bottom of the table, the results
obtained through MLR are detailed (see the text for more details).
All values are in eV.
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ized by smaller R2. Subsequently, linearly correcting the raw
GGA estimates decreases the MAE but not to a level
competitive with the one obtained with the best unfitted
hybrids: when hybrids are at hand, they have to be preferred.
All GH and LCH grant a R2 of 0.95 or 0.96 and a MAE
equal or smaller than 0.25 eV when a simple linear correction
is applied. Actually, after fitting, all commonly used hybrids
deliver similar results, the most accurate results being
achieved, on the one hand, with LC-ωPBE(20) for LCH and,
on the other hand, with PBE0 and mPWPW91 for the GH.
Let us point out that performing such simple linear regression

has an insignificant effect for these “best” functionals, the
MAE and rms decreasing by only 0.01 or 0.02 eV. In an
attempt to improve the predictive accuracy of TD-DFT, we
have associated the results of several functionals through
multiple linear regression (MLR).115-117 Indeed, combining
the results obtained through several functionals has been
found extremely efficient for anthraquinone derivatives.25,118,119

In addition, the present set is large enough so to allow
meaningful statistical analysis. By removing step-by-step the
less significant functionals, we obtained a MLR equation
relying on seven functionals

Figure 2. Histogram of the errors (eV) computed on the VE set for six representative functionals.
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that outperforms any of the simple linear regression by
providing a R2 of 0.98, a MAE of 0.16 eV, and a rms of
0.20 eV. For the record, we note that the P-value in the
ANOVA table indicates that there is a statistically significant
relationship between theory and experiment at the 99%
confidence level, while all seven functional coefficients are
also significant at the 99% confidence level. Of course using
eq 2 requires to roughly multiply the computational effort
by a factor of 7 for a gain of only ∼20% of MAE and ∼23%
of rms, compared to the best SLR. Such performance is
unlikely to be perceived as efficient for practical applications:
there often exists more powerful approaches for such
computational cost. For this reason, we have built two other
MLR combining one global hybrid and one long-range-
corrected hybrid of the Perdew and Becke’s families

For both equations, the sum of the coefficients is close to
one, confirming that the raw evolution (slope) provided by
TD-DFT is reasonable. These equations improve the R2 to
0.97 (compares to 0.96 for SLR) but only slightly tune the
computed MAE and rms (see Table 2). Indeed, eq 3 provides
a MAE and RMS of 0.20 and 0.25 eV, respectively, only
0.02 eV smaller than the one of the raw LC-ωPBE(20)
values. Subsequently, using one of the above equations for
correcting the transition energies computed on a new
molecular structure is unnecessary, though statistical proce-
dures can be very useful if one investigates a single family
of compounds.

As an intermediate conclusion of the statistical analysis
of the VT and VE sets, we can already state that the
“expected TD-DFT” error for an unknown singlet excited-
state should be close to 0.22 eV, in quite good agreement
with the previous works mentioned in the Introduction. Such
accuracy could be obtained by using, either a GH containing
between 22% and 25% of EE (X3LYP, B98, PBE0,
mPW1PW91) or with a LCH with a relatively small damping
parameter (ω = 20), such as LC-ωPBE(20). More specifi-
cally, we have to point out that X3LYP yields the smallest
MSE, MAE, and rms of all GH for the VE set. Performing
a linear correction on the raw computed values levels out
the results obtained with all hybrids but does not top the
“best” hybrids mentioned above.

3.3. Analysis of VE Subsets. Statistical analysis for
various VE subsets can be found in the Supporting Informa-
tion. As π f πf transitions constitute the major portion of
the excited-states in the full VE set, it is not surprising that
the errors found for these 510 states are very similar to these
of Table 2. For the 79 n f πf transitions considered, one
finds the smallest deviations for functionals containing
between 20% and 25% of exact exchange (B3LYP, X3LYP,
B98, PBE0, mPW1PW91) that yield nearly zero MSE as

well as MAE and rms close to 0.15 eV. LCH also deliver
small MAE, though slightly larger MSE and RMS than GH.
The smaller errors for n f πf than for π f πf transition
energies is probably related to the more local character of
the former in our set. The correlation coefficient being also
large for all these schemes, these findings support the
conclusions of our previous work:60 nf πf states could be
accurately described by both GH and LCH.

For the subset of charged molecules, significantly larger
errors appear, e.g. MAE of 0.34 eV with PBE0 and 0.37 eV
with LC-ωPBE(20), due to the large overestimation of the
transition energies with otherwise-successful 20-25% GH.
Consequently, the inaccuracies are minimal with pure
functionals or hybrids containing a very small fraction of
EE. This phenomenon is explained by the dominance of
cyanine structures in the subset of charged molecules:
cyanine, triphenylmethane, and acridine derivatives represent
more than half of the transitions investigated. These com-
pounds present a strong multideterminantal nature, at least
for systems with more than two or three double bonds,101

and all DFT functionals are inadequate.65,102 Therefore, the
large MAE listed in the Supporting Information are related
to the nature of the molecule, rather than to the presence of
a charge. Indeed, by removing the cyanine-like structures
from the set, one obtains a MAE of 0.26 eV and a RMS of
0.33 eV for PBE0, similar to the one listed in Table 2. This
is also illustrated by anionic hydrazones, for which GH
obviously work more accurately than pure functionals. For
neutral molecules (502 states), the conclusion follows the
one obtained for the full VE set, with minimal discrepancies
and maximal correlation coefficients for X3LYP, B98, PBE0,
and mPW1PW91 for GH and LC-ωPBE(20) for LCH. This
latter functionals delivers a MAE as small as 0.18 eV,
illustrating, on the one hand, its efficiency for monodeter-
minantal structures and, on the other hand, the possibility
of going significantly below a ∼0.3 eV average error with
TD-DFT, even when absolutely no statistical treatment of
the results is performed.

For the 178 states belonging to the family of π f πf

chromophores, the errors are completely similar to these
obtained in our previous work relying on a less extensive
set of chromogens,59 with a MAE of 0.46 eV for PBE (0.45
eV in ref 59), 0.14 eV for PBE0 (0.14 eV in ref 59), and
0.25 eV for CAM-B3LYP (0.26 eV in ref 59). From the
tables in the Supporting Information, it is striking that, within
our functional list, PBE0, mPW1PW91, and LC-ωPBE(20)
deliver the smallest MSE, MAE, and rms; the latter functional
additionally providing the largest R2. For n f πf chro-
mophores (nitrosos, thiocarbonyls, and azobenzenes), the
errors are small with all functionals, especially with LC-
BLYP, LC-OLYP, and CAM-B3LYP (MAE of 0.07 eV) that
also lead to excellent corrections (R2 of 0.99). The best GH
presenting between 20% and 25% of EE are also on the spot
(MSE smaller than 0.03 eV and MAE between 0.10 and 0.13
eV), though the correlation with experiment is slightly less
impressive (R2 of 0.99). On the contrary, we have to point
out the comparatively large errors of M05 and M05-2X. If
one searches for the smallest errors for the neutral dye set
(228 states, both types of transitions being incorporated), one

EMLR ) -0.17 - 1.49EPBE + 1.55Eτ-HCTH + 1.62EmPW1PW91

-1.18EM05 - 0.56EBMK + 1.99ELC-PBE - 0.99ELC-τ-HCTH

(2)

EMLR-P ) -0.10 + 0.44EPBE0 + 0.53ELC-PBE (3)

EMLR-B ) -0.13 + 0.24EB3LYP + 0.74ECAM-B3LYP

(4)
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finds MAE of 0.14 eV for PBE0, mPW1PW91, and LC-
ωPBE(20). Figure 3 compares the LC-ωPBE(20) and
experimental transition energies for these 228 states, and the
nice match is obvious: only one case presents a deviation
larger than 0.4 eV. For the record, B3LYP (CAM-B3LYP)
gives MAE of 0.16 eV (0.21 eV) for the same set of
derivatives. In that sense, PBE0 remains perfectly adequate
for investigating neutral dyes, clearly supporting the conclu-
sions of our previous investigations on specific families of
organic dyes or photochroms.5,61,95,108,120-126 For sure, there
is a partial error compensation between the lack of vibronic
contribution in our model and the form of the functional (see
the next section), but our calculations confirm the practical
ability of the PCM-TD-PBE0 scheme, even when no fitting
procedure is activated. For charged dyes, the same conclusion
as above pertains: the errors are large due to the multide-
terminantal nature of both the ground- and excited-states in
many cyanine compounds. Clearly TD-DFT can only be used
for such systems to obtain qualitative knowledge or to
compare systems with the same delocalization length. In that
case, fitting the results might allow much more accurate
estimates. For instance for arylcarbonium (AC-a in the
Supporting Information), the B3LYP (CAM-B3LYP) MAE
is 0.29 eV (0.54 eV) prior to linear correction but only 0.10
eV (0.04 eV) afterward, although these systems are charac-
terized by two strong absorptions with different physical
nature. Note that the impressive performance of CAM-
B3LYP after fitting is related to the better consistency of
LCH (compared to GH) when only one family of molecules
is considered. This effect has already been pointed our
previously.59,102

For hydrocabons (the set contains both aromatic and
aliphatic conjugated compounds), the two 25%-GH and
especially LC-ωPBE(20) remain the most efficient (MAE
of 0.18 eV and R2 of 0.96 for the latter), but with errors
significantly larger than for neutral dyes. Another striking
evolution wrt neutral dyes is that functionals containing a
large fraction of EE (BMK, BHHLYP, CAM-B3LYP, ...)
are fairly accurate for this subset with relatively small MAE,
e.g. 0.23 eV for BMK and 0.22 eV for CAM-B3LYP. This

is in good agreement with the work of Dierksen and
Grimme,63 that concluded that a EE percentage between
30%-40% should be optimal (on average) for spectral
calculations on similar compounds. For the 126 excited-states
measured on small structures (five or six member rings as
well as molecules with less than 14 atoms), the MSE are
very close to zero with VSXC, τ-HCTH-hyb, and LC-
ωPBE(20). All GH containing between 10 and 25% of EE
and LC-ωPBE(20) yielding MAE smaller than 0.30 eV, but
not below 0.26 eV, whereas the difference between GH and
LCH is more limited for small molecules than for dyes or
hydrocarbons. In fact, the vertical TD-DFT approach appears
significantly less potent for predicting the λmax of these small
structures than for other sets, partly explaining the nonidenti-
cal conclusions obtained by different groups previously (see
the Introduction). In any case, for small molecules, LC-
ωPBE(20), clearly emerges as the most accurate approach
with the smallest deviations and the largest correlation
coefficient. The biomolecules treated here (33 states) are
characterized by a small chromophoric unit, though they can
be large molecules. Consequently, they behave analogously
to the small structures with minimal theory/experiment
deviations for hybrids presenting a small fraction of EE.

In Figure 4, we report, for five functionals of the Becke’s
family (BLYP, B3LYP, BHHLYP, LC-BLYP, and CAM-
B3LYP), the evolution of the MSE, MAE, and RMS for
small, medium, and large chromogens. In the Supporting
Information, these subsets respectively correspond to the 33
states computed on small molecules (SC, less than 14 atoms),
51 states calculated for medium chemicals (MC, between
14 and 29 atoms), and 32 states obtained for large compounds
(LC, more than 30 atoms). Due to the difficulty to build
generic and consistent sets for molecules of various sizes,
the analysis of Figure 4 allows only qualitative conclusions.
Nevertheless, it is clear that, for a given functional, the MSE
tend to become more negative (or less positive) as the size
of the molecules increases, e.g. for B3LYP the MSE equals
0.09 eV, -0.01, and -0.07 eV for small, medium, and large
chromophores, respectively. In other words, as the size of
the molecule increases, functionals with a larger EE fraction
tend to produce larger errors, which is consistent with our
above analysis for the different subsets. Indeed, the MAE
and rms of B3LYP, LC-BLYP, and CAM-B3LYP are similar
for SC but decrease for the former when going to MC and
LC, whereas the average errors of the two LCH tend to
increase for larger compounds. Therefore, the excited-states
of very extended molecules are not necessarily better
described by long-range-approaches, at least in the vertical
approximation (see the next section). For these three subsets,
B3LYP clearly outperforms the other functionals, as it
(almost) systematically yields the smallest deviations. How-
ever, it is striking that no functional has a flat error profile
for different size of molecules, as one would fancy.

3.4. Importance of Vibronic Effects. As we pointed out
in the methodological section, the main weakness of our
approach is the lack of vibronic modeling in the VE set:
vertical transitions do not physically correspond to λmax.
Despite the practical computational advantage of vertical
calculations, it is worth estimating the impact of this

Figure 3. Comparison between the LC-ωPBE(20) and
experimental transition energies (eV) for neutral dyes. The
central lines indicate a perfect theory/experiment match,
whereas the side lines are borders for (0.4 eV deviations.
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approximation. A first procedure to tackle this problem is to
compare the errors obtained for the VT set (no vibronic
effects, purely vertical reference values) and for similar
molecules (i.e., small structures) of the VE set (vibronic
effects neglected). Such an inspection not only highlights
similarities, as the most accurate functionals in terms of MAE
and rms are the same in both sets, but also sheds light on
the discrepancies, the zero of the MSE being obtained for
an EE percentage of ∼23% in the VT set but ∼14% in the
VE subset. Nevertheless, both sets appear to present alike
error pattern wrt the chosen functional. Such comparisons
are however limited because the transitions considered are
different: in the VE case, only bright low-lying states are
included.

An alternative scheme is to define a subset of VE
molecules with clearly measured 0-0 transition (see tables
in the Supporting Information). This leads to 75 states
measured for hydrocarbons and oligomers as well as medium
and large chromogens (FS, HC, OL, MC, and LC), that is
molecular structures alike the one of ref 63.127 For this subset,
when performing a statistical analysis using the experimental
λmax as reference, one obtains MSE and MAE similar to those
obtained for the full set of neutral molecules (see Table 3).

The two most accurate functionals remain PBE0 and LC-
ωPBE(20) with MAE of 0.24 and 0.20 eV, respectively. For
the same set of excited-states, one can use the measured 0-0
transitions as references for benchmarking functionals. These
0-0 peaks either correspond to the λmax or appear at smaller
transition energies than the maximal absorption, the average
experimental difference between these two peaks attaining
0.09 eV for the present set. Therefore functionals incorporat-
ing less EE, that statistically reduce the gap between ground
and excited-states, tend to produce smaller deviations when
the 0-0 absorption is used as reference. This is illustrated
by the difference between the “vertical vs λmax” and the
“vertical vs 0-0” columns of Table 3. Indeed, the MAE of
VSXC is reduced from 0.39 to 0.33 eV, whereas the MSE
of PBE0 changes from positive (0.03 eV) to negative (-0.06
eV). Nevertheless, the minimal deviations for the selected
functionals are once more reached with PBE0 and LC-
ωPBE(20). Of course, if a proper Franck-Condon calcula-
tion was performed, the calculated transition energies would
be smaller than our vertical values. To estimate this effect,
we have analyzed the theoretical data reported in ref 63, and
we have found that the TD-DFT vertical transition energies
of closed-shell molecules are larger than their computed 0-0
counterpart by an average of 0.22 eV for BLYP, 0.28 eV
for B3LYP, and 0.37 eV for BHHLYP.128 There is therefore
a smooth relationship between this difference and the EE
fraction: ∼+0.03 eV per 10% of EE. This allowed us to
very roughly estimate the average difference for the other
functionals.129 By shifting our vertical transition energies by
this average values, we obtain a qualitative information about
the impact of the vertical model (“corrected vertical vs 0-0”
columns in Table 3). We are well aware that this represents
a extremely crude approximation, as we incorrectly apply a
constant shift to all molecules (they are significantly different
in practice), but general trends may still emerge. The smallest
MAE are now obtained with global hybrids including a large
fraction of EE and LCH that become closer to the spot. On
the contrary, B3LYP and PBE0 present much larger MSE
and MAE, BHHLYP outperforming them significantly. For
the record, we note that LC-ωPBE(20) apparently remains
satisfactory with a MSE of 0.16 eV and a MAE of 0.24 eV.
Of course, as LCH tend to deliver poorer geometries than
global hybrids, their use for vibronic calculation certainly
remains an open question.

Figure 4. Evolution of the MSE (top panel), MAE (central
panel), and RMS (bottom panel) calculated for the transition
energies of small (SC), medium (MC), and large (LC)
chromogens.

Table 3. Analysis of the Importance of Vibronic Effects for
Eight Selected Functionalsa

vertical vs λmax vertical vs 0-0
corrected vertical

vs 0-0

functional MSE MAE MSE MAE MSE MAE

BLYP 0.44 0.48 0.35 0.40 0.57 0.58
VSXC 0.29 0.39 0.20 0.33 0.42 0.47
B3LYP 0.13 0.28 0.04 0.24 0.32 0.37
PBE0 0.03 0.24 -0.06 0.22 0.24 0.32
BHHLYP -0.23 0.30 -0.32 0.34 0.05 0.26
LC-ωPBE(20) -0.05 0.20 -0.14 0.20 0.16 0.24
LC-TPSS -0.36 0.36 -0.45 0.45 -0.09 0.18
CAM-B3LYP -0.19 0.26 -0.28 0.30 0.04 0.21

a All values are in eV and are calculated on the 75 states for
which experimental 0-0 transitions could be defined. See the text
of section 3.4 for more details.
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4. Conclusions

Benchmark calculations aiming at identifying the most
efficient functionals for TD-DFT calculations have been
performed. Large panels of pure functionals, global hybrids,
and long-range-corrected hybrids have been tested for more
than 700 excited-states. Assessments have been performed
using both highly correlated wave function results and
experimental wavelengths as references. It appears that the
most accurate estimates are obtained, by using a GH
containing between 22% and 25% of EE (X3LYP, B98,
PBE0, mPW1PW91) or a LCH with a small damping
parameter (LC-ωPBE(20), with ω ) 0.20). The four GH
provide a mean absolute error smaller than 0.25 eV for both
types of benchmarks, although the training set includes
compounds known to be difficultly described by TD-DFT.
GH containing less (more) exact exchange tend to underes-
timate (overestimate) the transition energies, LCH with large
damping parameter suffering the same problem as global
hybrids with 40-50% of exact exchange. For almost all
cases, the errors obtained by LDA and GGA are about 50%
larger than with the 25%-GH. Meta-GGA, especially VSXC
and TPSS, yield transition energies in better agreement with
reference data than other pure functionals, though they cannot
outperform the hybrids. CAM-B3LYP appears to be one of
the most satisfying LCH, although the deviations with respect
to experiment are larger than with B3LYP for most com-
pounds. The accuracy significantly depends on the set of
molecules considered, the errors being very large for cyanine-
like derivatives but smaller than average for neutral mol-
ecules, dyes, and n f πf excited-states. Indeed, for neutral
molecules, the best choice, namely the LC-ωPBE(20) LCH,
provides a MAE as small as 0.18 eV, whereas the errors are
even smaller for organic dyes: 0.14 eV with PBE0,
mPW1PW91, and LC-ωPBE(20). It also turned out that
functionals are sensitive to the size of the chromogens
investigated (Figure 4), whereas a crude estimation of
vibronic effects revealed that hybrids including a large
fraction of EE (e.g., BHHLYP) may be more accurate in
the framework of Franck-Condon applications than for
vertical estimates.
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(100) Jacquemin, D.; Perpète, E. A.; Adamo, C. J. Mol. Struct.
(THEOCHEM) 2008, 863, 123–127.

(101) Schreiber, M.; Bub, V.; Fülscher, M. P. Phys. Chem. Chem.
Phys. 2001, 3, 3906–3912.
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Abstract: The 1-octanol/water partition coefficient is an important thermodynamic variable
usually employed to understand and quantify the partitioning of solutes between aqueous and
organic phases. It finds widespread use in many empirical correlations to evaluate the
environmental fate of pollutants as well as in the design of pharmaceuticals. The experimental
evaluation of 1-octanol/water partition coefficients is an expensive and time-consuming procedure,
and thus, theoretical estimation methods are needed, particularly when a physical sample of
the solute may not yet be available, such as in pharmaceutical screening. 1-Octanol/water
partition coefficients can be obtained from Gibbs free energies of solvation of the solute in both
the aqueous and the octanol phases. The accurate evaluation of free energy differences remains
today a challenging problem in computational chemistry. In order to study the absolute solvation
Gibbs free energies in 1-octanol, a solvent that can mimic many properties of important biological
systems, free energy calculations for n-alkanes in the range C1-C8 were performed using
molecular simulation techniques, following the thermodynamic integration approach. In the first
part of this paper, we test different force fields by evaluating their performance in reproducing
pure 1-octanol properties. It is concluded that all-atom force fields can provide good accuracy
but at the cost of a higher computational time compared to that of the united-atom force fields.
Recent versions of united-atom force fields, such as Gromos and TraPPE, provide satisfactory
results and are, thus, useful alternatives to the more expensive all-atom models. In the second
part of the paper, the Gibbs free energy of solvation in 1-octanol is calculated for several
n-alkanes using three force fields to describe the solutes, namely Gromos, TraPPE, and OPLS-
AA. Generally, the results obtained are in excellent agreement with the available experimental
data and are of similar accuracy to commonly used QSPR models. Moreover, we have estimated
the Gibbs free energy of hydration for the different compounds with the three force fields, reaching
average deviations from experimental data of less than 0.2 kcal/mol for the case of the Gromos
force field. Finally, we systematically compare different strategies to obtain the 1-octanol/water
partition coefficient from the simulations. It is shown that a fully predictive method combining
the Gromos force field in the aqueous phase and the OPLS-AA/TraPPE force field for the organic
phase can give excellent predictions for n-alkanes up to C8 with an absolute average deviation
of 0.1 log P units to the experimental data.
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1. Introduction

In several biochemical processes and for successful drug
design strategies in the pharmaceutical industry, a correct
understanding of the interactions of a given solute in both
aqueous (hydrophilic) and biological (lipophilic) media is
necessary.1-4 Together with the Gibbs free energy of solute
transfer, the corresponding partition coefficient between the
1-octanol and the water phases is probably the most important
input parameter used in quantitative structure-property
relationships (QSPR) to correlate and predict many solute
properties.5 Especially in the pharmaceutical industry, the
prediction of drug partitioning, hydrophobicity, and even
pharmacokinetic characteristics in biological systems can be
quantified by expressions based on the 1-octanol/water
partition coefficient2,3,6 (commonly known as P or even log
P). Furthermore, log P is also used as a measure of the
activity of agrochemicals, the degree of purity in metallurgy,
and the hydrophobicity in environmental problems. Partition
coefficient data are also useful to estimate the solubility of
a solute in a solvent.7,8

The partition coefficient of a solute between 1-octanol and
water was first introduced in 1964 by Hansch and Fujita,9

and since then, many different approaches have been
developed in an attempt to estimate this property. In the
beginning, mostly semiempirical approaches based on the
sum of fragment contributions or atom-derived group
equivalents were proposed.1-3,10 Nowadays, fragment ad-
ditive schemes remain a standard method to estimate
solvation free energies and partition coefficients,11 but the
most common methods to estimate solvation properties are
procedures based on QSPR that (cor)relate partition coef-
ficients or solvation properties with other calculated or
available molecular properties.12-14 Although these methods
are considerably fast and applicable to large databases of
molecular structures, they require large multiparameter tables
having the disadvantage that whenever new molecules/
compounds are under study, these need to be similar to the
ones contained in the training set. This is evidenced by the
lack of existing parameters to calculate log P for new
chemical groups.15-17 In short, we can conclude that QSPR
methods are statistically rather than physically based.
Simulations based on linear response theory and molecular
descriptors to derive empirical relationships for estimating
log P values have been carried out by Duffy and Jorgensen.18

Finally, approaches based on continuum models have also
been investigated.15,16,19

Besides the above-mentioned estimation methods, the
partition coefficient can also be obtained from experiments,
by applying e.g., the shake-flask method20-22 for generating
the saturated liquid phases, followed by sampling and
quantitative solute analysis (e.g., high-performance liquid
chromatography23). Still, this can be a very expensive and
time-consuming procedure, and thus, has limited practical
use for product design, such as in pharmaceutical screening.

A different approach to all of the above is to use information
of the free energy of solvation in water and in octanol to
estimate the partition coefficient. From Gibbs free energies
of solvation in two different phases at temperature T, one
can calculate the corresponding partition coefficient, accord-
ing to the following expression:

where ∆hydG is the hydration free energy, and ∆solvG is the
Gibbs free energy of solvation in 1-octanol. The first
computational approaches involving this relationship go back
to the 1980s.24-26 Recent developments in simulation
methods and increased computing power allow today the
calculation of the absolute solvation free energies of complex
molecules, such as amino acid analogues, directly from
molecular simulations.27-30 Thus, we propose here an
innovative approach to predict the 1-octanol/water partition
coefficient without (or at least with a minimum) experimental
information, based on the estimation of absolute solvation
energies in water and 1-octanol, obtained from molecular
simulation.

Regarding solvation, the majority of previously published
studies focused on aqueous media (e.g., see a review paper
by Tomasi and Persico31), but nowadays, computer simula-
tions can be used to model and understand molecular-level
interactions of biological membranes, proteins, and lipids.
It is now possible to simulate the interactions of small solutes
with complex biological membranes by explicit simulation
of the lipid-bilayers,32 an approach that has the disadvantage
of being very computationally expensive.33 Therefore,
alternatives are sought to mimic the fundamental character-
istics of biological systems using simpler molecules. Numer-
ous solvents, such as oils,1 chloroform,5-9 or alkanes,34 have
been tested to study and reproduce the hydrophobic proper-
ties of organic systems, but 1-octanol remains today the most
important reference solvent for this kind of study. The
amphiphilic nature of the 1-octanol molecule (a polar
headgroup attached to a flexible nonpolar tail) gives this
molecule similar characteristics to the main constituents of
lipid biomembranes. 1-octanol molecules can also mimic the
complex behavior of the soil and, thus, play an important
role in the prediction of solute partitioning in environmental
fate and toxicological processes.35 Although 1-octanol cannot
form long, stable complex structures such as bilayers,36

which are typical of lipid solutions, it can form liquid
aggregates33,35 and mimic successfully many of the properties
of biologically relevant systems. Consequently, it has been
widely used for this purpose.

Several simulation studies related to 1-octanol systems
have been reported in the literature. In the work of Debolt
and Kollman,33 pure 1-octanol and water-saturated 1-octanol
physical properties were studied in detail. More recently,
MacCallum and Tieleman36 investigated 1-octanol mixtures
at different hydration levels, including the calculation of pure
1-octanol physical properties using various force fields (FF).
In that study, formation of hydrogen-bonded chains in
1-octanol/water systems were observed, which interestingly
become more spherical with increasing water concentration.
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log P1-octanol/water )
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On the contrary, in pure 1-octanol these clusters are long
and thin. Chen and Siepmann35 identified these microscopic
structural differences in the aggregate/micelle formation
between dry and water-saturated 1-octanol using configu-
rational-bias Metropolis Monte Carlo simulations in the
Gibbs ensemble. Regarding free energy calculations, most
studies in 1-octanol have reported only relative free energy
changes, i.e., the free energy associated with a mutation from
one solute into another solute of similar structure, which is
a different approach than the one followed here. Studied
systems include: benzene to phenol,33 ethylbenzene to
phenol, pyridine to benzene, cyclopentane to tetrahydrofuran,
methanol to methylamine, iso-propanol to iso-propane,
acetamide to acetone, and phenol to benzene.15 Finally, Gibbs
free energies of transfer of n-alkanes and primary alcohols
between water and (dry or wet) 1-octanol were obtained by
Chen et al.37

Our starting point in the present study is to evaluate/predict
the Gibbs free energy of solvation of n-alkanes up to C8 in
1-octanol. The availability of free energy data can be used
to understand the behavior of complex systems and has the
potential to revolutionize several scientific and technological
fields,38,39 particularly in the pharmaceutical industry.40

Solvation free energy can also be an important input
parameter in order to predict solubility.17,41 Several inves-
tigations regarding free energy calculations in aqueous
systems have been reported in the literature,27,28,42-47 and
it is now well established that accurate results can be obtained
directly from molecular simulation methods. However,
simulations of solvation in nonaqueous solvents are less
common. In particular, for 1-octanol, apart from the works
of Chen and Siepmann,35,37 there is clearly a lack of a
systematic study, particularly for solvation of longer alkanes.
We aim here to fill this gap by presenting calculations of
absolute solvation free energies of eight alkanes in 1-octanol.
Initially, a comparison is made between several FF’s,
including all-atom (AA) and united-atom (UA) descriptions,
in reproducing pure 1-octanol physical properties. Afterward,
we present a comparison of three popular FF’s, namely
TraPPE, Gromos, and OPLS-AA, to represent solute mol-
ecules by analyzing their performance in predicting the
1-octanol absolute Gibbs free energy of solvation for
n-alkanes up to C8. Finally, calculation of the hydration free
energies and 1-octanol/water partition coefficient by molec-
ular simulation is discussed.

The remainder of this paper is organized as follows: in
Section 2, we describe the computational methods used for
the Gibbs free energy calculation, particularly the thermo-
dynamic integration, the molecular dynamics (MD) simula-
tion details, and the FF’s tested; in Section 3.1, results for
the pure 1-octanol physical properties predicted using dif-
ferent FF’s are shown, while the capability of molecular
simulation methods in predicting solvation free energies and
1-octanol/water partition coefficients are discussed in Sec-
tions 3.2-3.4. The main conclusions of this work are
summarized in Section 4.

2. Computational Methods

2.1. Thermodynamic Integration. The solvation process
consists of the transfer of a compound from a well-defined
state (gas/vacuum) to another state (solution), and the
solvation free energy may be defined as the free energy
difference given by the total reversible work associated with
changing the Hamiltonian of the system from the gas to the
liquid state.48 Solvation can be measured experimentally or
calculated using an appropriate model and methodology.
Experimental free energies are commonly estimated from
solute concentration measurements in two-phase systems
(vapor and liquid solution) in which, after reaching equilib-
rium, one evaluates the transfer of molecules between the
two phases (see refs 49 and 50 for equations and details).
From the theoretical point of view, in the ideal gas ap-
proximation, the interaction of a solute with its environment
in the gas state is effectively zero, and only the interactions
of the solute with a particular solvent environment need to
be considered. Free energy is a state function and can, thus,
be calculated by molecular simulation based on the construc-
tion of a thermodynamic cycle that may include nonphysical
transformations necessary to make the calculation feasible.
Thus, the 1-octanol solvation free energy at temperature T
and pressure P, ∆solvG(P,T), can be calculated using the
following thermodynamic cycle:51

where ∆octG is the free energy associated with the mutation
of the solute molecules into dummy molecules in a 1-octanol
media, ∆vacG is the free energy associated with the same
process in a vacuum, and finally ∆dummyG can be seen as the
hypothetical solvation free energy of a dummy species.
Dummy molecules do not interact with their environment.
In practice, these molecules have no electrostatic or van der
Waals interactions, but their intramolecular bonded interac-
tions are the same as in the solute molecules. As a
consequence, ∆dummyG is equal to zero, and we can write
the following equation for the thermodynamic cycle:

The separate calculation in vacuum is necessary to
compensate for changes in solute-solute intramolecular
nonbonded interactions that take place when the intermo-
lecular interactions are switched off. For each case (solvent
and vacuum), the associated free energy (expressed in terms
of ∆G for the NPT ensemble) is estimated here using the
thermodynamic integration method,48,52 whose algorithm is
as follows: let us consider two generic well-defined states,
an initial reference state (state 0) and a final target state (state
1) with Hamiltonians H0 and H1, respectively. A coupling
parameter, λ, can be added to the Hamiltonian, H(p, q; λ),
where p is the linear momentum and q the atomic position,

Solute (1-octanol) 98
∆octG

Dummy (1-octanol)

∆solvGv V-∆dummyG

Solute (Vacuum) 98
∆vacG

Dummy (Vacuum)

∆solvG ) ∆vacG - ∆octG - ∆dummyG ) ∆vacG - ∆octG
(2)

2438 J. Chem. Theory Comput., Vol. 5, No. 9, 2009 Garrido et al.



and used to describe the transition between the two states:
H(p, q; 0)fH(p, q; 1). Considering several discrete and
independent λ values between 0 and 1, equilibrium averages
can be used to evaluate derivatives of the free energy with
respect to λ. One then integrates the derivatives of the free
energy along a continuous path connecting the initial and
final states in order to obtain the energy difference between
them:

In practice, the solvation free energy can be estimated as
follows: i) simulate the system in 1-octanol at different λ
values; ii) simulate the system in vacuum at different λ
values; and iii) compute the solvation free energy from
eq 4:

Notice that because we are using thermodynamic integra-
tion, which involves equilibrium runs at independent λ
values, the direction of the process is irrelevant, and the
results for ∆solvG are free of hysteresis. This is an important
advantage relative to other methods (e.g., slow growth) where
the results depend on the direction of the calculation.27,47

As a final remark, one should notice that, since we are
studying nonpolar solute molecules (n-alkanes), the only
contribution to the free energy comes from the process of
“turning off” the Lennard-Jones (LJ) interactions. There is
no need to separately account for a Coulombic contribution
(i.e., “turning off” the solute charges) to the free energy in
eq 4, as is normally done for solvation of polar molecules.

2.2. Molecular Dynamics Simulations. Molecular dy-
namics (MD) simulations were performed with the GRO-
MACS53 simulation package. The integration of Newton’s
equations of motion was carried out using the leapfrog
dynamic algorithm54 with a time step of 2 fs. Langevin
(stochastic) dynamics55 were used to control the temperature
with a frictional constant of 1 ps-1 and a reference temper-
ature of 298 K. This approach eliminates several problems
that may arise from the use of conventional thermostats in
free energy calculations.44 For constant pressure simulations,
the Berendsen barostat56 with a time constant of 0.5 ps and
an isothermal compressibility of 4.5 × 10-5 bar-1 was used
to enforce pressure coupling, where the box size was scaled
at every time step. The reference pressure was always set to
1 bar. Each simulation box was cubic, with periodic boundary
conditions in all directions, and contained 200 1-octanol
molecules. Simulations of systems with different numbers
of molecules revealed this to be the optimum system size:
larger systems yielded statistically similar results but at a
higher computational cost, while smaller systems exhibited
finite-size effects.

The initial configuration for the pure 1-octanol simulations
was generated by randomly placing 200 molecules in a large
cubic box. We then run an energy minimization, followed
by a constant volume equilibration of 100 ps, and finally a

5 ns long NPT production stage. Two minimization proce-
dures were employed: first, minimization was performed
using the limited-memory Broyden-Fletcher-Goldfarb-
Shanno (L-BFGS) algorithm of Nocedal57 for 5 000 steps,
followed by a steepest descent minimization for 500 steps.
Analysis of several observables ensured that the simulations
were properly equilibrated during the NPT run. Average
properties were computed by discarding the time steps
pertaining to the equilibration period.

To calculate solvation free energies, it is necessary to carry
out several independent simulations of each solute (from
methane to n-octane) in each solvent (1-octanol and water)
for different values of the coupling parameter, as described
in Section 2.1. The starting configuration for each of these
simulations was obtained by immersing a solute molecule
into an equilibrated box of 200 1-octanol solvent molecules
or 500 water solvent molecules. The equilibrated 1-octanol
box was obtained from the NPT simulations for pure
1-octanol, described above, and a similar approach was used
for water. In these simulations an energy minimization was
initially performed using the same protocol as for the pure
liquid simulations, followed by a constant volume equilibra-
tion of 100 ps, a constant pressure equilibration of 1 ns
(enough to fully equilibrate the box volume and correctly
reproduce solvent density), and finally a NVT production
run of 5 ns. This procedure was repeated for each of the
following 16 λ values:

where λ ) 0 refers to a fully interacting solute, and λ ) 1
to a noninteracting solute. We have used such a large number
of intermediate λ states because in the thermodynamic
integration, the accuracy of the ∆solvG value depends strongly
on the smoothness of the ∂H/∂λ vs λ curve, where a smooth
profile is necessary in order to minimize numerical integra-
tion errors. In the present work, the reported statistical
uncertainties were obtained from block averaging,54 and
integrals were computed via the trapezoidal rule.58 Finally,
it should be noted that in the transformation process between
states with different λ values, the λ dependence of the LJ
potential was interpolated between the neighboring states via
soft-core interactions. The soft-core expression of Beuler
et al.59 eliminates singularities in the calculation as the LJ
interactions are turned off.60 As suggested in the literature,27,44

the soft-core parameter used was 0.5, which is the optimized
value when the power for λ in the soft-core function is 1,
and the soft-core σ value used was 0.3 nm.

2.3. Force Fields. MD simulations for pure 1-octanol
were performed using six different FF’s. The FF’s examined
included Gromos (versions 43A2,61 53A5,29 and 53A629),
OPLS-UA,62,63 OPLS-AA,64 and TraPPE.65-67 We have
decided to test three different versions of the Gromos FF
since they were parametrized for different purposes, all
relevant to this work. Version 43A2 was parametrized in
order to reproduce only pure solvent properties. More
recently, the Gromos parameter set 53A5 was optimized to
reproduce thermodynamic properties of pure liquids and the
solvation Gibbs free energy of amino acid analogs in

∆G ) ∫
0

1

〈∂H(p, q, λ)
∂λ 〉λ

dλ (3)

∆solvG ) ∫
0

1

〈∂H
∂λ 〉λ

vac
dλ - ∫

0

1

〈∂H
∂λ 〉λ

oct
dλ (4)

λ ∈ {0.0, 0.05, 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, 0.65, 0.70,
0.75, 0.80, 0.85, 0.90, 0.95, 1.00}
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cyclohexane, while parameter set 53A6 was optimized to
reproduce free energies in water.29 The TraPPE FF was also
chosen because it was optimized to provide accurate descrip-
tions of pure liquids and vapor-liquid equilibria (VLE).65-67

It should be noted that, contrary to the original version of
TraPPE where all bonds were fixed, bond stretching was
modeled in our studies by a harmonic potential with force
constants taken from CHARMM,68 except for bonds involv-
ing hydrogen atoms that were constrained using LINCS.69

Finally, we have tested the popular OPLS FF, which are
designed to be transferrable to a wide range of organic
molecules in the liquid phase. We have compared the united-
atom (UA) against the all-atom (AA) FF because the former
are expected to be computationally much cheaper.

In this work, the modified extended simplified point charge
(MSPC/E)70 model was used for the simulation of water.
MSPC/E is an accurate FF for pure water and water-hydro-
carbon thermodynamic properties, and it was chosen over
other popular FF’s for water. This FF also includes a
polarization correction expected to improve the hydration
predictions.28

Several of the above FF’s (in particular OPLS-AA,
TraPPE, and Gromos 53A6) were also used to model the
alkane molecules, solvated in either 1-octanol or water.
Different combinations of solute-solvent FF’s were tested
in order to assess the influence of this choice on the free
energy and the partition coefficient predictions. Dummy
molecules were considered to be identical to real solute
molecules in terms of mass, while their LJ interaction
parameters were set to zero. In all cases, electrostatic
interactions were calculated using the reaction field71 method
with εrf,oct ) 10.3 (the dielectric constant for pure 1-octanol72)
or εrf,wat ) 80 (the dielectric constant for pure water72). Tests
performed with the more computationally demanding particle
mesh Ewald method yielded similar results. The cutoff radii
used were 1 nm for the electrostatic interactions, 1 nm for
the short-range neighbor list, and 0.8-0.9 nm switched cutoff
for the LJ interactions. It was also observed that the use of
higher cutoff radii induces minimal perturbations in the
absolute energy values. Overall, the simulation parameters
described here were chosen so that the computational cost
was minimized without sacrificing the accuracy of the
calculations. Long range corrections for energy and pressure
were also employed as it was concluded that they signifi-
cantly improve the accuracy of the predicted solvation
energies.27

Detailed van der Waals parameters, point charges, bond
stretching, bond angle bending and torsional force constants
are provided in the Supporting Information for all compounds
and FF’s. Coordinate and topology files were built manually
or with the help of the Molden73 and PRODRG74 software.

3. Results and Discussion

3.1. Pure 1-Octanol Physical Properties. The accuracy
of different FF’s for the prediction of pure 1-octanol
properties was initially evaluated. The calculated 1-octanol
densities over a wide temperature range from NPT MD and
the heat of vaporization at 298 K are shown in Table 1.
Densities were directly obtained from the GROMACS suite
using the g_energy tool,54 while heats of vaporization were
estimated by taking the difference of enthalpy in the vapor
and liquid phases:

where Egis the total energy in the gas phase, and ELis the
total energy per mole in the liquid phase.

Based on the data reported in Table 1, one concludes that
Gromos generally overestimates the 1-octanol densities, in
line with previous studies of this FF,47 and also significantly
underestimates the vaporization enthalpy. As expected,
version 43A2 of Gromos performed better that the other two
versions because it was optimized to reproduce pure solvent
liquid properties. The TraPPE FF provides excellent accuracy
for the density over the temperature range but slightly
underestimates the enthalpy of vaporization. Conversely,
OPLS-UA overestimates the density at all temperatures but
does an excellent job at predicting the enthalpy of vaporiza-
tion. OPLS-AA improves significantly over OPLS-UA
yielding good predictions of both density and vaporization
enthalpy but at the cost of an increased computational time.
In fact, computational production times, included in Table
1, show that this AA FF is more than 7 times more expensive
compared to the UA approaches. One should also notice that
for higher temperatures, OPLS-AA accuracy decreases. In
general, an AA FF is preferable than a UA FF, provided
that one can afford the additional computational cost. For
simulations where minimization of computing cost is an
important issue, such as in the highly demanding free energy
calculations performed in this work, it is reasonable to use
a UA approximation, at least for the solvent. In this case,
TraPPE is probably the best option, since it performs well

Table 1. 1-Octanol Density and Heat of Vaporization at 1 Bar from MD Simulations and Experimental Measurementsa

T (K)

280 340 400 298

FF F (kg/m3) dev (%) F (kg/m3) dev (%) F (kg/m3) dev (%) ∆vapH (kJ/mol) dev (%) production times (hr/ns)

G43A2 864.4 ( 0.9 3.4 822.3 ( 0.3 3.9 779.7 ( 0.7 5.0 64.4 -10.5 1.09
G53A5 867.9 ( 0.8 3.8 827.0 ( 0.9 4.5 785.3 ( 0.6 5.7 59.5 -17.3 1.09
G53A6 868.0 ( 0.7 3.8 827.1 ( 1.4 4.5 785.3 ( 0.8 5.7 59.5 -17.3 1.09
OPLS-UA 859.5 ( 0.7 2.8 818.8 ( 0.6 3.5 773.5 ( 0.6 4.1 72.3 0.4 1.19
OPLS-AA 841.8 ( 0.9 0.7 781.2 ( 1.3 -1.3 719.5 ( 1.2 -3.1 70.7 -1.8 8.00
TraPPE 837.0 ( 0.9 0.08 793.4 ( 0.5 0.3 744.5 ( 0.8 0.2 67.0 -6.9 1.15

Experimental 836.26b 791.39b 742.75b 71.98c -

a Computational production times per node (Intel Xeon at 3.0 GHz) for each FF is shown. b Data from refs 84-86. c Data from ref 72.

∆vapH ) Eg - EL + RT (5)
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for pure solvent liquid properties and is also able to
accurately describe VLE.65

3.2. Free Energies of Solvation in 1-octanol. The Gibbs
free energy of solvation of n-alkanes in 1-octanol at 298 K
was calculated from MD, as described above. Simulations
were performed using three different FF’s for the representa-
tion of both 1-octanol and n-alkane molecules, namely
Gromos 53A6,29 TraPPE,65-67,75-77 and OPLS-AA.64 The
53A6 version of Gromos was preferred over the other two
versions as it was parametrized to reproduce solvation
properties in a polar solvent. Preliminary calculations using
the OPLS-AA FF to model both alkanes and octanol showed
that the computational time required for the accurate estima-
tion of ∆solvG was very high. As shown in Section 3.1, this
is due to the high cost associated to an AA description of
1-octanol. Consequently, 1-octanol molecules were modeled
with the TraPPE FF instead, and these calculations are
referred to as OPLS-AA/TraPPE in the remainder of this
paper. We have also tested a combination of OPLS-AA for
the solutes with OPLS-UA for the solvent for consistency.
Unfortunately, differences between experimental data and
simulations from a preliminary test with propane were as
high as 1 kcal/mol, and this combination of FF was not
pursued further. It should be noted that deficiencies of the
OPLS-UA FF in reproducing hydration free energies and
hydrocarbon solubilities in water were also reported by
MacCallum and Tieleman.36

Thermodynamic integration was performed using the three
FF’s for the solutes in both vacuum and solvent medias.
Representative results for the integrand of eq 4 in the octanol

phase are shown in Figure 1 based on the Gromos 53A6
FF, while similar results for all FF’s are given in the
Supporting Information. Furthermore, MD calculations for
∆vacG, ∆octG and ∆solvG from the different FF’s are shown
in Table 2, with experimental data reported for comparison,
while the different data sets for ∆solvG are shown in Figure
2. It should be noted that the experimental values in Table
2 and Figure 2 represent solvation free energies of n-alkanes
in water-saturated 1-octanol solutions, since there are no data
available for anhydrous 1-octanol, which is used in the
simulations. However, the difference between the free energy
of solvation determined in pure and water-saturated 1-octanol
is typically small, on the order of 0.2-0.4 kcal/mol16 (and
refs 78-80). Moreover, for the case of propane, n-butane,
and n-pentane, there are no available experimental data. To
allow for a more comprehensive comparison of our simula-
tions with experimental results, experimental values presented
in Table 2 marked with a were estimated from

where ∆solvGwater are experimental data from Michielan
et al.,81 and log Poctanol/water are the 1-octanol/water partition
coefficients suggested by Sangster.3

In general, the calculated ∆solvG decrease with increasing
chain length is consistent with the experimental data.
Calculations based on OPLS-AA/TraPPE FF provide the best
agreement with experimental data, while Gromos predicts
lower ∆solvG values and TraPPE predicts higher ∆solvG than
the experiments. The average deviation between the experi-

Figure 1. Derivative of the Hamiltonian with respect to λ as
a function of λ for n-alkanes in 1-octanol using the Gromos
FF.

Table 2. Comparison of ∆vacG, ∆octG, and ∆solvG (all in kcal/mol) Predictions for n-Alkanes in 1-Octanol Using TraPPE,
Gromos and OPLS-AA/TraPPE FF’s against Available Experimental Data at 298 K16

TraPPE Gromos OPLS-AA/TraPPE expt

solute ∆vacG ∆octG ∆solvG ∆vacG ∆octG ∆solvG ∆vacG ∆octG ∆solvG ∆solvG

methane 0 -0.5 ( 0.2 0.5 ( 0.1 0 -0.4 ( 0.1 0.4 ( 0.1 0 -0.2 ( 0.1 0.2 ( 0.1 0.5
ethane 0 0.4 ( 0.2 -0.4 ( 0.2 0 0.9 ( 0.2 -0.9 ( 0.2 0 0.5 ( 0.2 -0.5 ( 0.2 -0.6
propane 0 1.0 ( 0.2 -1.0 ( 0.2 0 1.9 ( 0.2 -1.9 ( 0.2 -0.6 ( 0.1 0.6 ( 0.2 -1.2 ( 0.2 -1.2a

n-butane 0 1.4 ( 0.2 -1.4 ( 0.2 0.0 ( 0.1 2.9 ( 0.2 -2.9 ( 0.2 -1.3 ( 0.1 0.6 ( 0.2 -1.9 ( 0.2 -1.8a

n-pentane 0.1 ( 0.1 2.3 ( 0.2 -2.2 ( 0.2 -0.1 ( 0.1 3.3 ( 0.2 -3.4 ( 0.2 -2.1 ( 0.1 0.7 ( 0.2 -2.8 ( 0.2 -2.3a

n-hexane 0.2 ( 0.1 2.9 ( 0.2 -2.7 ( 0.2 -0.1 ( 0.1 4.4 ( 0.2 -4.5 ( 0.2 -2.9 ( 0.1 0.5 ( 0.2 -3.4 ( 0.2 -3.3
n-heptane 0.3 ( 0.1 3.5 ( 0.2 -3.2 ( 0.2 -0.1 ( 0.1 4.7 ( 0.2 -4.8 ( 0.2 -3.8 ( 0.1 0.2 ( 0.2 -4.0 ( 0.2 -4.1
n-octane 0.4 ( 0.1 3.7 ( 0.2 -3.4 ( 0.2 -0.1 ( 0.1 6.0 ( 0.2 -6.1 ( 0.2 -4.9 ( 0.2 -0.1 ( 0.3 -4.7 ( 0.3 -4.6

a Values estimated from eq 6.

Figure 2. ∆solvG for n-alkanes in 1-octanol at 298 K as a
function of carbon number: Experimental data and MD
simulations.

∆solvG
octanol ) ∆solvG

water - log Poctanol/water × 2.303 × RT
(6)
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mental data and the simulations is 0.1 kcal/mol for OPLS-
AA/TraPPE, 0.8 kcal/mol for Gromos, and 0.4 kcal/mol for
TraPPE. In the pharmaceutical industry, accuracies of
0.5-1.0 kcal/mol are required for predicting affinities in drug
binding.43 In this respect, the polarizable continuum model
MST, originally developed by Miertus et al.,82 was recently
reparameterized16 for reproducing solvation free energies in
1-octanol, and differences of 0.4-0.6 kcal/mol were observed
for n-alkanes from C6-C8. Even more, this (re)parametri-
zation required the knowledge of the solvation experimental
data, which for complex molecules is a clear disadvantage.
Indeed, the methodology used in this work can provide
molecular level details and insights that cannot be obtained
using continuous models, since solvent molecules are mod-
eled explicitly. The average absolute deviation (AAD)
observed in this work for the organic phase are considerably
smaller than the typical AAD published in the literature for
aqueous systems (see Section 3.3).

In short, the accuracy of the OPLS-AA/TraPPE combina-
tion of FF’s for solute/solvent to describe the Gibbs energy
of solvation in 1-octanol is clearly better in comparison with
other published studies. These calculations also verify that
an AA description of the solute molecules improves the
accuracy in the prediction of solvation energies.

3.3. Free Energies of Hydration of n-Alkanes. Contrary
to the case of 1-octanol, there are many experimental data
and simulation studies available in the literature concerning
∆hydG of n-alkanes. In Table 3, a compilation of such data
is presented (last two columns). In our simulations, the same
molecular models as above were used for n-alkanes. Simula-
tion results for ∆vacG, ∆watG, and ∆hydG from the various
FF’s are presented in Table 3. A graphical comparison of
simulation results with experimental data for ∆hydG is shown
in Figure 3. We can observe that, while in 1-octanol solvation
free energies are negative and decrease with the chain length
so that the solubility in octanol increases, the opposite is
found in water, and the solubility decreases with the chain
length. These facts are supported both by experiments and
simulation.

For the hydration calculations, the deviation between
experimental data and our MD results is larger than in the
case of 1-octanol, although in the same accuracy range of
previously published studies for these systems.27,28,44,45,47

Typical average absolute deviations for hydration Gibbs free
energy calculations available in the literature range from 0.8
to 1.5 kcal/mol, as can be found in the study of Shirts

et al.27 for 15 amino acid side chain analogs: 1.2 kcal/mol
for AMBER, 1.1 kcal/mol for CHARMM, and 0.8 kcal/mol
for OPLS-AA. Furthermore, for the hydration of alkanes (up
toC5),averagedeviationsof0.5kcal/molwerereported.42,43,46,47

Gromos provides the best agreement with the experimental
data with an AAD lower than 0.3 kcal/mol, while OPLS-
AA/TraPPE predictions deviate by an average of 1.2 kcal/
mol, and TraPPE by an average of 0.6 kcal/mol from the
experimental data. This good performance of the Gromos
FF is to be expected a priori since this FF was parametrized
to reproduce free energies of hydration. Interestingly, the
use of an AA description of the solute in hydration free
energy calculations seems to be less important than the
optimization of the interaction parameters. This is in marked
contrast to the case of solvation free energies in 1-octanol,
as described above. Thus, it appears that it is important to
take hydration free energies into consideration during the
parametrization of a FF, if accurate predictions of this
property are desired. Previous simulation studies have also
revealed the importance of the FF used for water in the
description of the hydration free energy.28,45

3.4. 1-Octanol/Water Partition Coefficients. The 1-oc-
tanol/water partition coefficient at 298 K for the various
n-alkanes can be readily estimated from eq 1 using the Gibbs
free energies of solvation calculated from our MD simula-
tions. In Table 4, simulation predictions are shown for the
different FF’s employed together with literature experimental
data for comparison.

The overall AAD between the experimental data and the
simulation results for log P is equal to 0.4 (in log P units)

Table 3. ∆vacG, ∆watG, and ∆hydG (all in kcal/mol) Predictions for n-alkanes in MSPC/E Water Using TraPPE, Gromos, and
OPLS-AA/TraPPE FF’s against Available Experimental Dataa at 298 K49,87

TraPPE Gromos OPLS-AA/TraPPE expt simulation

solute ∆vacG ∆watG ∆hydG ∆vacG ∆watG ∆hydG ∆vacG ∆watG ∆hydG ∆hydG ∆hydG

methane 0 -2.3 ( 0.1 2.3 ( 0.1 0 -2.0 ( 0.1 2.0 ( 0.1 0 -2.4 ( 0.1 2.4 ( 0.1 1.98 2.0-2.627,28,42-47

ethane 0 -2.1 ( 0.1 2.1 ( 0.1 0 -1.8 ( 0.1 1.8 ( 0.1 0 -2.6 ( 0.1 2.6 ( 0.1 1.81 1.7-2.642,43,46,47

propane 0 -2.4 ( 0.1 2.4 ( 0.1 0 -1.9 ( 0.1 1.9 ( 0.1 -0.6 ( 0.1 -3.7 ( 0.1 3.1 ( 0.1 2.02 1.9-2.727,28,42-47

n-butane 0 -2.8 ( 0.1 2.8 ( 0.1 -0.0 ( 0.1 -1.7 ( 0.2 1.7 ( 0.2 -1.3 ( 0.1 -4.7 ( 0.2 3.4 ( 0.2 2.18 1.9-3.527,28,42-47

n-pentane 0.1 ( 0.1 -3.0 ( 0.1 3.1 ( 0.1 -0.1 ( 0.1 -2.1 ( 0.2 2.0 ( 0.2 -2.1 ( 0.1 -5.6 ( 0.2 3.5 ( 0.2 2.36 2.7-3.742,47

n-hexane 0.2 ( 0.1 -3.2 ( 0.1 3.4 ( 0.1 -0.1 ( 0.1 -2.3 ( 0.2 2.2 ( 0.2 -2.9 ( 0.1 -7.1 ( 0.2 4.2 ( 0.2 2.58 n.a.
n-heptane 0.3 ( 0.1 -3.5 ( 0.1 3.7 ( 0.1 -0.1 ( 0.1 -2.4 ( 0.2 2.3 ( 0.2 -3.8 ( 0.1 -7.9 ( 0.2 4.2 ( 0.2 2.65 n.a.
n-octane 0.4 ( 0.1 -3.8 ( 0.2 4.2 ( 0.2 -0.1 ( 0.1 -2.4 ( 0.2 2.3 ( 0.2 -4.9 ( 0.2 -9.7 ( 0.2 4.8 ( 0.2 2.93 n.a.

a For comparison, literature values based on molecular simulation are included.

Figure 3. ∆hydG for n-alkanes at 298 K as a function of carbon
number: Experimental data and MD simulations.
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for Gromos, 0.3 for TraPPE and 0.9 for OPLS-AA/TraPPE.
Interestingly, the TraPPE FF provides accurate log P
predictions, while the corresponding solvation energies are
not so accurately estimated; this can be attributed to
cancellation of errors between the two phases - the high
overestimation of the hydration free energy (Figure 3) is
partially compensated by an overestimation of the octanol
solvation free energy (Figure 2). A similar effect occurs in
the Gromos predictions but from the opposite direction -
underestimation of both water and octanol free energies. On
the other hand, the OPLS-AA/TraPPE FF combination is
much more accurate in the organic phase than in the aqueous
phase, leading to larger deviations in log P.

However, if one calculates log P using the most accurate
simulation predictions for both ∆hydG (from Gromos) and
∆solvG (from OPLS-AA/TraPPE), then an AAD of 0.14 is
obtained. Clearly, this approach provides a very accurate
prediction within the experimental uncertainty. Comparing
accuracies of different methods can be merely qualitative,
since the method performance is highly dependent on the
validation set used, which may vary on size, complexity, or
the overlap of information used in the training set/model
correlation. Even so, similar calculations using a continuous
model resulted in an AAD of 0.75 log P units,16 verifying
that our predictions should be considered very satisfactory.
Another published work83 reports deviations of 0.6 log P
units using a continuum method based on a continuous
electrostatic model using atomic point charges combined with
a nonelectrostatic term function of surface tension for a set
of 2 116 molecules.

A final remark should be made regarding the accuracy of
the available experimental data. As previously explained, log
P and Gibbs free energy of solvation data are estimated
following different experimental methodologies. At the same
time, eq 1 provides a means to check the consistency between
different data. A compilation of different data results in
deviations of up to 0.8 log P units with an AAD of 0.24 log
P units.

4. Conclusions

In order to predict the partition coefficient of a solute between
1-octanol and water, absolute free energy calculations were
performed in 1-octanol and water solvents for different
n-alkanes up to n-octane using MD and thermodynamic
integration. The absolute free energies of solvation were

estimated by fully decoupling the solute from the solvent,
which must be distinguished from previous studies where
the relative free energies were calculated from mutations
between two solutes. The method we used here is more
flexible and not limited to mutations between similar
structures. However, this complete decoupling requires large
changes in the Hamiltonian, and potentially higher errors are
introduced in the calculations as more intermediate states
are required. It is also worthwhile to notice that, contrary to
many other methodologies presented in the literature, we do
not need the knowledge of the experimental solvation data
in advance, which is a clear advantage.

Our method is capable of predicting solvation free energies
of nonpolar solutes such as n-alkanes in 1-octanol with good
accuracy. A comparison between different FF’s permitted
to conclude that the OPLS-AA FF for the solute in combina-
tion with the TraPPE FF for 1-octanol produces the most
accurate results with differences to experimental data of 0.1
kcal/mol, which is approximately the precision of the
experimental methods. The results are much improved by
using an AA model for the n-alkanes, relative to UA models,
with very little increase in computational cost. Arguably, the
predictions could be further improved by adopting an AA
description of the 1-octanol solvent as well, since this yielded
a better representation of pure liquid properties. However,
the associated high computational cost currently precludes
this approach.

Moreover, we reproduced experimental hydration free
energies of the same n-alkanes with average deviations of
0.3 kcal/mol, using the Gromos FF. For hydration free
energies, a correct parametrization of the interaction poten-
tials seems to be more important than using an AA
description of the solute. For this reason, Gromos, which
included hydration free energies in its parametrization,
performed better than OPLS-AA.

Combining the simulated values of solvation free energy
of the n-alkanes in water and 1-octanol, we were able to
predict the corresponding partition coefficients with an
accuracy that is within the experimental uncertainty. All FF
combinations that were tested here performed well, in some
cases due to the cancellation of errors in both solvation free
energies. The most accurate log P predictions are afforded
by the combination of the Gromos FF in the water phase
with the OPLS-AA/TraPPE FF in the organic phase, reaching

Table 4. Experimental data2,3,88 and Simulation Predictions for the Logarithm of 1-Octanol/Water Partition Coefficient (log
P) using Different FF Combinationsa

log P

solute Gromos TraPPE OPLS-AA/TraPPE Gromos + OPLS-AA/TraPPE expt

methane 1.2 1.3 1.6 1.3 1.1
ethane 2.0 1.8 2.3 1.7 1.8
propane 2.8 2.5 3.2 2.3 2.4
n-butane 3.4 3.1 3.8 2.6 2.9
n-pentane 4.0 3.9 4.6 3.5 3.4
n-hexane 4.9 4.3 5.6 4.1 3.9
n-heptane 5.2 5.1 6.0 4.6 4.7
n-octane 6.2 5.6 7.0 5.1 5.2
AAD 0.4 0.3 0.9 0.1 -

a The ADD’s between experiment and simulation are also included.
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absolute deviations to experimental data of 0.1 log P units,
which can be comparable to the widely used QSPR statistical
methods.
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Abstract: We present a new self-consistent reaction field continuum solvation model based
on the generalized Born (GB) approximation for the bulk electrostatic contribution to the free
energy of solvation. The new model improves on the earlier SM8 model by using the asymmetric
descreening algorithm of Grycuk to treat dielectric descreening effects rather than the Coulomb
field approximation; it will be called Solvation Model 8 with asymmetric descreening (SM8AD).
The SM8AD model is applicable to any charged or uncharged solute in any solvent or liquid
medium for which a few key descriptors are known, in particular dielectric constant, refractive
index, bulk surface tension, and acidity and basicity parameters. It does not require the user to
assign molecular mechanics types to an atom or a group; all parameters are unique and
continuous functions of geometry. This model employs a single set of parameters (solvent acidity-
dependent intrinsic Coulomb radii for the treatment of bulk electrostatics and solvent description-
dependent atomic surface tensions coefficients for the treatment of nonelectrostatic and short-
range electrostatic effects). The SM8AD model was optimized over 26 combinations of theoretical
levels including various basis sets (MIDI!, 6-31G*, 6-31+G*, 6-31+G**, 6-31G**, cc-pVDZ, DZVP,
6-31B*) and electronic structure methods (M05-2X, M05, M06-2X, M06, M06-HF, M06-L,
mPW1PW, mPWPW, B3LYP, HF). It may be used with confidence with any level of electronic
structure theory as long as self-consistently polarized Charge Model 4 or other self-consistently
polarized charges compatible with CM4 charges are used, for example, CM4M charges can be
used. With M05-2X/6-31G*, the SM8AD model achieves a mean unsigned error of 0.6 kcal/mol
on average over 2 560 solvation free energies of tested aqueous and nonaqueous neutral solutes
and a mean unsigned error of 3.9 kcal/mol on average over 332 solvation free energies of
aqueous and nonaqueous ions.

1. Introduction

The electrostatic contribution1 to the free energy of solvation
results from the interaction of a solute with its reaction field,
which is the electric field produced by the polarized charge
density that the solute induces in the solvent. In self-
consistent reaction field theory, the solute is polarized self-
consistently by the reaction field, and it is the interaction of
the mutually polarized solute and solvent subsystems that is
called the electrostatic contribution.2-4 The electrostatic

contribution can be evaluated by solving the nonhomoge-
neous Poisson equation (NPE, by which we mean the Poisson
equation for a nonhomogeneous medium in which the
dielectric constant is unity inside the solute cavity but has a
nonunit value outside it) in terms of the continuous charge
density or by using alternative approaches, for instance, the
generalized Born (GB) approximation,5-11 which does not
start with the NPE but instead employs a starting point based
on representation of the solute as a collection of point
charges, located at the nuclear positions. We have previously
introduced a series of successively improved self-consistent
reaction field solvation models based on the GB approxima-
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tion (SM5.4,12 SM5.42,13-15 SM5.43,16 SM6,17 SM818) or
the nonhomogeneous Poisson equation (SM5C,19 SMD20)
for bulk electrostatics combined with empirical atomic
surface tensions21 that account for cavity formation, disper-
sion, and solvent structure effects and for shorter-range
nonbulk electrostatic effects.

The GB models involve partial atomic charges, whose
interaction with the solvent and with each other is dielec-
trically screened by the polarized solvent and descreened by
other parts of the solute. Conventional GB models treat
dielectric descreening effects in terms of the so-called Born
radii of individual atoms in the solute molecule. The SM5.4,
SM5.42, SM5.43, SM6, and SM8 models employ the Born
radius based on the Coulomb field (CF) approximation of
Still et al.10 for the electric displacement induced by the
partial atomic charge in a dielectric. In the case of the CF
approximation, a charge-induced dipole interaction varies as
r-4, where r is the distance between the partial atomic charge
and a volume element of the continuum solvent. Starting
with the Kirkwood distributed monopole model22 for biopoly-
mer electrostatics, Grycuk has shown23 that, when the
individual partial atomic charges are asymmetrically situated
in the molecule, i.e., located near the dielectric boundary
rather than at the center of the molecular surface, one can
apparently estimate the dielectric descreening more ac-
curately by using a shorter-range function proportional to
r-6 in evaluation of the polarization component of the free
energy of solvation. The shorter-range bulk electrostatics can
be approximated with a corrected formula for the Born radius
suggested by Grycuk.23 Tjong and Zhou have demonstra-
ted24,25 that, as measured against electrostatic energies
calculated by solving the NPE for a set of 55 proteins in
water as well as in low-dielectric media,24,25 the GB method
using the improved Born radius formula is more accurate
than any of the GB/CF models tested in their study. We refer
the reader to several other studies26-37 dealing with Grycuk’s
method23 or other approaches to improve the Coulomb field
approximation of Still et al.10

The key element of the present article is the incorporation
of the new descreening algorithm of Grycuk23 into a self-
consistent reaction field solvation model that should improve
on conventional GB models with regard to predicting
solvation free energies, liquid-phase molecular geometries,
solute response properties, such as NMR chemical shifts in
solution, and other molecular properties. The resulting model
will be called Solvation Model 8 with Asymmetric De-
screening (SM8AD) because the SM8AD model extends the
earlier SM8 model based on the CF algorithm of Still et al.10

to those solutes for which the conventional GB/CF approach
might be particularly poor, for instance, in situations when
one or more polar residues in the solute molecule lie near
the dielectric boundary. Both SM8AD and SM8 use the
universal cavity dispersion solvent structure (CDS) formal-
ism38 to account for the nonbulk electrostatic contributions
to the solvation free energy, arising from interactions between
the solute and the solvent molecules in the first solvation
shell. The solute electronic relaxation and, therefore, the
solvent-induced changes in the atomic charges result from
all the solute-solvent bulk electrostatic interactions and s

in the case of clustered ionss from solute-cluster molecule
interactions, but the CDS terms are added post-SCF and do
not affect the solute charge distribution. The CDS terms are
parametrized to include all of the deviations of the electro-
statics from the assumed bulk model, such as the inexactness
of the solute charge model and the inexactness of the solvent
permittivity model including uncertainties in the precise
definition of a solute cavity. The SM8AD model is a
universal continuum model where “universal” denotes its
applicability to any charged or uncharged solute in any
solvent or liquid medium for which a few key descriptors
are known (in particular dielectric constant, refractive index,
bulk surface tension, and acidity and basicity parameters).

The SM8AD model has been tested against the earlier SM8
and SMD models for 2 892 solvation data. In contrast to
SM8AD and SM8, both of which employ GB approximation
for bulk electrostatics and represent the solute molecule
as a collection of partial atomic charges in a cavity, the
SMD model20 is based on the polarized continuous
quantum mechanical charge density of the solute (the “D”
in the name stands for “density”). The SMD bulk
electrostatic contribution to the free energy of solvation
arises from a self-consistent reaction field treatment that
involves solution of the nonhomogeneous Poisson equation
by the Integral Equation Formalism Polarizable Continuum
Model (IEFPCM) algorithm.39-42

2. Computational Details

The free energy of solvation is defined as the standard-state
free energy of transfer from the gas phase to the condensed
phase according to

where ∆EE is the change in the solute’s internal electronic
(E) energy in moving from the gas phase to the liquid phase
at the same geometry, ∆EN is the change in the solute’s
internal energy due to changes in the equilibrium nuclear
(N) positions in the solute that accompany the solvation
process, GP is the polarization free energy, and GCDS is the
component of the free energy that is nominally associated
with cavitation, dispersion, and solvent structure. Because
all calculations reported here are based on gas-phase
geometries, the ∆EN component is assumed to be zero in
this article, although not in the model in general. The final
term in eq 1 accounts for the concentration change between
the gas-phase standard state and the liquid-phase standard
state. Since here the same concentration (1 mol/L) is used
in both the gaseous and solution phases, ∆Gconc

o is zero.43 It
would be 1.89 kcal/mol if we instead used a gas-phase
standard state of 1 atm.

Bulk Electrostatics Formalism. The electronic relaxation
term ∆EE and the polarization term GP in eq 1 comprise the
bulk electrostatic contribution (∆GEP ) ∆EE + GP) to the
solvation free energy. The bulk electrostatic contribution is
calculated from a self-consistent molecular orbital calcula-
tion,13 where the generalized Born approximation5-11 is used
to calculate the polarization component GP according to

∆GS
o ) ∆EE + ∆EN + GP + GCDS + ∆Gconc

o (1)
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In the above equation, the summations go over atoms k
in the solute, ε is the dielectric constant of the solvent, qk is
the partial atomic charge of atom k, and γkk′ is a Coulomb
integral involving atoms k and k′. The Coulomb integrals
γkk′ are calculated according to ref 10:

where Rkk′ is the distance between atoms k and k′, and Rk is
the effective Born radius of atom k, which is described below.
In the above equation, d is an empirical constant that is set
to the value of 3.7, which was found to be optimal in earlier
work.17 For atoms and monatomic ions, the GB result
reduces to the original Born formula:44

which is the exact classical result for the case where the
solute is a conducting sphere of radius R, the charge q being
located in the center of the sphere.

The effective Born radius of atom k in eq 3 can be
expressed using the assumption that the electric displacement
field induced by the charge qk is a Coulomb field. In this
case the charge-induced dipole interaction (GPk) varies as
r-4, according to the formula:

where r is the distance between the partial atomic charge qk

and the volume element of the continuum solvent, Fk is the
so-called Coulomb radius of atom k that defines the boundary
between the solute cavity (r < Fk) and the bulk solvent (r g
Fk). The Coulomb field approximation leads to the following
formula for the Born radius:45,46

In eq 6, R′ is the radius of the sphere centered on atom k
that completely engulfs all the other spheres centered on the
other atoms of the solute, FZk

is the intrinsic Coulomb radius
of atom k, which in the present study depends only on the
atomic number Zk, and Ak(r) is the exposed (solvent acces-
sible) area of a sphere of radius r that is centered on atom k.
This area calculated here using the ASA algorithm45 depends
on the geometry of the solute and the radii of the spheres
centered on all the other atoms in the solute.47 If the
analytical gradient of GP with respect to the position Ra of
an arbitrary atom a is desirable, the derivative of Rk must
be taken according to46

where the derivative of Ak(r) is evaluated analytically using
the ASA formulation.45 The GB approximation that uses eq
6 for the Born radius will be called the generalized Born
Coulomb field (GB/CF) approximation hereafter. The earlier
SM8 model18 uses the GB/CF approximation for bulk
electrostatics.

Following Grycuk’s formulation,23 the performance of the
GB approximation can be improved by replacement of eq 6
with an alternative functional form for the Born radius Rk,
which is given as follows:

The GB approximation that uses eq 8 for the Born radius
will be called the GB approximation with asymmetric
descreening (GB/AD). The SM8AD model proposed in the
present study uses the new GB/AD approximation for bulk
electrostatics. The derivative of Rk with respect to the position
Ra of an arbitrary atom a is given as follows:

where the derivative of Ak(r) is evaluated analytically using
the ASA formulation.45 The ∂Rk/∂Ra derivative in eq 9 can
be used in analytical computation of the ∂GP/∂Ra gradient
within the GB/AD formalism along with the other compo-
nents of ∂GP/∂Ra derived in earlier work.46

According to eq 2, the GB models are based on partial
atomic charges, and therefore, their accuracy for a particular
level of electronic structure theory depends on whether
meaningful partial charges can be computed for that theoreti-
cal level. Like the earlier SM8 model, the new SM8AD
model is designed to employ class IV charge models, in
particular, Charge Model 4 (CM4)17 and Charge Model 4M
(CM4M).48 These types of charge models are usually able
to remove many of the systematic errors, in particular basis
set dependence, that are present in partial atomic charges
obtained from Mulliken,49 Löwdin,50 or redistributed Löw-
din51 population analyses. This allows one to shift the focus
of the modeling effort away from the description of the solute
toward the various components of the solvation process.18

In addition, CM4 and CM4M charges yield more accurate
long-range electrostatic potentials than population analysis
charges, and this makes the solvation models based on such
charges more physical.

Cavity Dispersion Solvent Structure Formalism. The
GCDS contribution to the free energy of solvation in eq 1 is
given by

where σk is the atomic surface tension of atom k, Ak is the
solvent accessible surface area (SASA)52,53 of atom k, and
σ[M] is the molecular surface tension. The SASA depends
on the geometry R, the set {RZ} of all atomic van der Waals

GP ) -1
2(1 - 1

ε ) ∑
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atoms

qkγkk′qk′ (2)

γkk′ ) (Rkk′
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radii, and the solvent radius rs, which is added to each of
the atomic van der Waals radii. Adding a nonzero value for
solvent radius to the atomic radii defines the spheres that
are used to compute the SASA of a given solute according
to the ASA algorithm.45 The van der Waals radii used in eq
10 for the SASA calculation are not the same as the intrinsic
Coulomb radii used in eqs 6-9 for solution of the bulk
electrostatic problem. In fact, in eq 10 we use the values of
RZ fixed at Bondi’s values54 and the value of rs fixed at the
value16 of 0.4 Å, whereas the intrinsic Coulomb radii used
in eqs 6-9 have been optimized according to the algorithm
that will be described later in the article.

The atomic surface tensions are given by

where σ̃Z is an atomic number specific parameter, σ̃ZZ′ is a
parameter that depends on the atomic numbers of atoms k
and k′, and Tk({Zk′, Rkk′}) is a geometry-dependent switching
function called a cutoff tanh, or COT; this function is
described in the Supporting Information.

The atomic surface tensions in eq 11 are made to depend
on the solvent by making the parameters σ̃Z and σ̃ZZ′ functions
of a set of solvent descriptors as follows:

where σ̃i is either σ̃Z or σ̃ZZ′, n is the refractive index of the
solvent at room temperature (which is conventionally taken
as 293 K for this quantity), R is Abraham’s55-58 hydrogen
bond acidity parameter of the solvent (which Abraham
denotes as ∑R2), � is Abraham’s hydrogen bond basicity
parameter of the solvent (which Abraham denotes as ∑�2),
and σ̃i

[n], σ̃i
[R], and σ̃i

[�] are empirical parameters that depend
on i.

The molecular surface tension in eq 10 is also a function
of solvent descriptors, and it is given by

where γ is the macroscopic surface tension of the solvent at
air/solvent interface at 298.15 K; we express surface tension
in units of cal mol-1 Å-2 (note that 1 dyn/cm ) 1.43932 cal
mol-1 Å-2), and γo ) 1 cal mol-1 Å-2, φ2 is the square of
the fraction of non-hydrogenic atoms in the solvent molecule
that are aromatic carbon atoms (carbon aromaticity), ψ2 is
the square of the fraction of non-hydrogenic atoms in the
solvent molecule that are F, Cl, or Br (electronegative
halogenicity), �2 is the square of Abraham’s hydrogen bond
basicity parameter of the solvent, and σ̃[γ], σ̃[φ2], σ̃[ψ 2], and
σ̃[�2] are empirical parameters that are independent of the
solute. According to eq 10, the molecular surface tension is
multiplied by the total SASA of the given solute. The latter
is equal to the sum of the SASAs of each of the individual
atoms in the solute.

The SM8AD model may be applied to any medium for
which the relevant macroscopic descriptors such as dielectric
constant, refractive index, bulk surface tension, and acidity
and basicity parameters are either known or may be

estimated. Because water is so important as a solvent, there
are advantages to using a less general and more specifically
parametrized solvation model for this solvent. Therefore,
water is treated as a special solvent that is given its own set
of surface tension coefficients, so that eqs 12 and 13 are not
used for water, and the molecular surface tension σ[M] in eq
10 is set to equal zero. Thus, in the case when the model is
employed to compute solvation free energies in aqueous
solvent, the parameters σ̃Z and σ̃ZZ′ used in eq 11 to obtain
σk are simply numbers that do not depend on solvent
descriptors.

SM8AD Training Set. The SM8AD training set is part
of the Minnesota Solvation Database59 and it contains 2 892
experimental solvation data for 233 ionic and 482 neutral
solutes composed of H, C, N, O, F, Si, P, S, Cl, or Br. All
standard-state solvation free energies in the present article
are tabulated for the gas-phase solute having a standard state
of an ideal gas at a gas-phase concentration of 1 mol/L and
for the liquid-phase solute being dissolved in an ideal solution
at a liquid-phase concentration of 1 mol/L. The SM8AD
primary testing set contains six data subsets:

(i) 274 aqueous free energies of solvation for 274 neutral
compounds;17,18,20

(ii) 71 aqueous free energies of solvation for an additional
71 neutral compounds;60,61

(iii) 2 072 free energies of solvation in 90 nonaqueous
solvents for 276 neutral solutes (232 of the 276 solutes are
also included in the set of 274 aqueous solutes, and 44 solutes
are additional);18,20

(iv) 143 transfer free energies between water and 15
organic solvents for an additional 93 neutral solutes;18,20

(v) 112 aqueous free energies of solvation for 112
selectively clustered singly charged ions (there are 81
unclustered ions and 31 clustered ions);17,18,20,62

(vi) 220 free energies of solvation in acetonitrile, dimethyl
sulfoxide (DMSO), and methanol for 166 singly charged ions
(45 ions out of 166 are also included in the set of 81
unclustered aqueous ions, and 121 ions are additional).18,20,63

Several technical points should be mentioned here. The
SM8AD training set is similar to those used in the param-
etrization of the SM818 and SMD models,20 except for 71
new solutes added to the previously used set of 274 aqueous
neutrals.18,20 The addition of the 71 compounds, many of
which are compounds of complex functionality (for instance,
agricultural pesticides), is essential in extending the ap-
plicability of the SM8AD model to the classes of compounds
which are poorly represented in the training sets of many
solvation models (for instance, compounds with oxidized
sulfur and phosphorus functionalities). The subset of 71
aqueous solutes includes 13 compounds from the set of 17
compounds described in ref 60 and 58 compounds from the
set of 63 compounds presented in the SAMPL1 challenge61

organized by Openeye Software (February, 2008). The
remaining four of the 17 solutes60 (benzylbromide, benzyl-
chloride, diethyl sulfide, and 1,4-dioxane) were already
included in the set of 274 aqueous solutes. Two compounds
out of the 63 SAMPL1 solutes,61 in particular cup08042 and
cup08062, were discarded from consideration here for the
reason explained in ref 64, and the other three compounds

σk ) σ∼ Zk
+ ∑

k′

atoms

σ∼ ZkZk′
Tk({Zk′, Rkk′}) (11)

σ∼ i ) σ∼ i
[n]n + σ∼ i

[R]R + σ∼ i
[�]� (12)

σ[M] ) σ̃[γ](γ/γo
) + σ∼ [φ2]

φ
2 + σ∼ [ψ2]ψ2 + σ∼ [�2]�2 (13)
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in SAMPL1 but not in subset ii (dichlobenil, fenuron, methyl
parathion) were already among the 274 aqueous solutes of
subset i. The SM8AD training set has five fewer data than
the SM8AD primary testing set because subset ii includes
five sulfonylureas (bensulfuron methyl, chlorimuron ethyl,
metsulfuron methyl, sulfometuron methyl, thifensulfuron),
which were used for testing the SM8AD model but not used
in the SM8AD parametrization because we considered the
experimental solvation free energy targets assigned for these
compounds to be suspect, see ref 64 for more detail. Thus,
for the SM8AD parametrization, we use only 66 out of 71
additional aqueous solutes.

The 143 transfer free energies associated with transferring
the solute from aqueous solution to an organic solvent were
determined directly from the corresponding experimental
partition coefficients. The transfer free energy data are
included in this training set because for many solutes the
experimental data that are required to determine the solvation
free energy between the gas and liquid phases are not
available.

The single-ion solvation free energies were evaluated in
previous work17,63 based on the corresponding thermochemi-
cal cycle that relates the solvation free energy of the cation
BH+ or the anion A- to the gas-phase basicity of the base B
or the gas-phase acidity of the acid AH using the reference
solvation free energy of the proton.18,20 For the 1:1 M
standard-state free energies of solvation for the proton in
acetonitrile, DMSO, methanol, and water, we use -260.2,
-273.3, -263.5, and -265.9 kcal/mol, respectively.62,63 For
aqueous ions, we use the data set called the selectively
clustered set. In this set, there are 112 ions; 81 of these are
unclustered, and 31 are clustered with a single water
molecule each (these ions are not included in an unclustered
form). The criteria for whether to cluster an ion are explained
elsewhere.17 In all cases, the clusters were represented by a
single, lowest-energy conformation.

The estimated average uncertainty for experimental free
energies of solvation and transfer free energies of neutral
solutes in subsets of 274, 2072, and 143 data is 0.2
kcal/mol.17,60 The uncertainty for free energies of solvation
for a set of 71 aqueous data is about 1 kcal/mol on average
in the range of 0.1-1.93 kcal/mol.61 The estimated average
uncertainty for solvation free energies of ionic solutes is 3
kcal/mol.17

Table 1 lists 92 solvents including water used in the
SM8AD parametrization. The corresponding values of
solvent descriptors such as dielectric constant, refractive
index, bulk (macroscopic) surface tension, and acidity and
basicity parameters were taken from the Minnesota Solvent
Descriptor Database65 (these values are given in the Sup-
porting Information). Experimental values for the 2 892
solvation free energies are also given in the Supporting
Information. All computed solvation free energies in this
study are based on rigid, gas-phase geometries. The molec-
ular geometries of all unclustered neutral and ionic solutes
were optimized at the mPW1PW66/MIDI!67,68 level of
electronic structure theory.59 The molecular geometries of
aqueous clustered ions were optimized at the B97-169/
MG3S70 level of theory.17

SM8AD Parametrization. As for the earlier SM8
model,18 the SM8AD parametrization effort is focused on
two types of parameters: (i) the intrinsic Coulomb radii used
for construction of the cavities for the bulk electrostatic
calculation; and (ii) the atomic surface tensions σ̃Z and σ̃ZZ′

in eq 11 and the parameters σ̃[γ], σ̃[φ2], σ̃[ψ 2], σ̃[�2] in eq 13
used for the nonbulk electrostatic calculation within the CDS
formalism.

We recall here that there is no thermodynamically unique
way to separate the electrostatic contribution to the free
energy of solvation from the nonelectrostatic one because
only their sum is a state function and physical observable.71-73

Therefore, continuum solvation models differ from one
another in the way in which the electrostatic and nonelec-
trostatic components are defined. It is also widely recognized
that the electrostatic terms may depend strongly on the model
radii.12,74-77 Keeping in mind that the magnitudes of
solvation free energies of ions are much larger than those of
neutral solutes and are dominated by large electrostatic
contributions, an optimization of intrinsic atomic Coulomb
radii to provide accurate solvation free energies of ions is a
reasonable way to determine these parameters. If one assumes
that the solute cavity is charge independent, then by using
the same radii one might also achieve a reasonable estimation
of the bulk electrostatics for cases where electrostatic and
nonelectrostatic terms are comparable. The nonelectrostatic
terms can then be defined as the difference between the
experimentally available and path-independent total free

Table 1. Solvents Used in the SM8AD Training Seta

acetic acid dibutyl ether methylene chloride
acetonitrile* o-dichlorobenzene N-methylformamide
acetophenone 1,2-dichloroethane 4-methyl-2-pentanone
aniline diethyl ether 2-methylpyridine
anisole diisopropyl ether nitrobenzene
benzene N,N-dimethylacetamide nitroethane
benzonitrile N,N-dimethylformamide nitromethane
benzyl alcohol 2,6-dimethylpyridine o-nitrotoluene
bromobenzene dimethyl sulfoxide* nonane
bromoethane dodecane nonanol
bromoform ethanol octane
bromooctane ethoxybenzene octanol
n-butanol ethyl acetate pentadecane
sec-butanol ethylbenzene pentane
butanone fluorobenzene pentanol
butyl acetate 1-fluoro-n-octane perfluorobenzene
n-butylbenzene heptane phenyl ether
sec-butylbenzene heptanol propanol
t-butylbenzene hexadecane pyridine
carbon disulfide hexadecyl iodide tetrachloroethene
carbon tetrachloride hexane tetrahydrofuran
chlorobenzene hexanol tetrahydrothiophene

dioxide
chloroform iodobenzene tetralin
chlorohexane isobutanol toluene
m-cresol isooctane tributylphosphate
cyclohexane isopropanol triethylamine
cyclohexanone isopropylbenzene 1,2,4-trimethylbenzene
decalin (mixture) p-isopropyltoluene undecane
decane mesitylene water*
decanol methanol* xylene (mixture)
1,2-dibromoethane methoxyethanol

a All solvents except methanol have data for free energies of
solvation for neutral solutes. The asterisk denotes the solvents
which have data for free energies of solvation for ionic solutes.
The names of 15 solvents for which we used solvent-water
transfer free energies of neutral solutes are italicized.
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energy of solvation and the modeled electrostatic contribu-
tion. We use this approach in the present study.

As in earlier work,18 we optimize the SM8AD radii in
calculations only on ions, then fix these parameters and
optimize the nonbulk electrostatic term on data for neutrals.
The optimization of SM8AD radii was done by minimizing
the sum of mean squared errors calculated over 332 data
points corresponding to 220 ions in acetonitrile, dimethyl
sulfoxide, methanol and 112 selectively clustered ions in
water. The ∆GEP values used in the SM8AD optimization
of radii were calculated with a locally modified version of
Gaussian 0378 called the Minnesota Gaussian Solvation
Module (MN-GSM),79 the M05-2X density functional,80 and
the 6-31G* basis set.81 For simplicity, we did not use basis
sets with diffuse functions in the optimization of radii.
Although diffuse functions are important for calculations on
small gas-phase anions, especially for atoms and diatomic
molecules, they are less important for large anions and in
solution where diffuse charge clouds of gas-phase anions
are contracted (although perhaps only a little) by solvation
effects.

After a testing of various optimization schemes we have
found that the hydrogen and oxygen radii strongly depend
on the solvent’s value of Abraham’s hydrogen bond acidity
parameter R (the parameter that Abraham calls ∑R2),

55-58

whereas the radii for other elements do not demonstrate such
a dependency. To approximate the hydrogen radius we
adopted the scheme previously elaborated for the SM8
model:18

where R is the solvent’s value of Abraham’s hydrogen bond
acidity parameter. For the oxygen radius we adopted the
SMD dependence of the radius on the R parameter:20

Using eqs 14 and 15 to define the hydrogen and oxygen
radii, we optimized the radii for the remaining elements (C,
N, F, S, Cl, Br) by taking them to be independent of the
solvent. Since the training set of 332 ions used in the SM8AD
optimization does not include any solute containing silicon

or phosphorus we have opted to fix the SM8AD radii for Si
and P at their SMD values.20 Table 2 lists the optimized
values of SM8AD intrinsic Coulomb radii given for water
(R ) 0.82) and DMSO (R ) 0) compared to the values of
the radii used by our most recent solvation models SM818

and SMD20 and to the values of Bondi.54 This set includes
the radii for H, C, N, O, F, Si, P, S, Cl, and Br. For any
other atom, the SM8AD model can use the van der Waals
radii of Bondi54 and Mantina et al.82 for those atoms for
which they defined radii; in cases where the atomic radius
is not given in those papers, a radius of 2.0 Å is used.

The cavity dispersion solvent structure term (eq 1)
associated with nonbulk electrostatic effects is parametrized
by means of the atomic surface tension coefficients σ̃i

[n], σ̃i
[R],

σ̃i
[�] (eq 12) and the molecular surface tension coefficients

σ̃[γ], σ̃[φ2], σ̃[ψ2], and σ̃[�2] (eq 13) for nonaqueous solvents
and the atomic surface tension coefficients σ̃i (eq 11) for
water. The optimization of the sigma parameters involves a
minimization of the following error function:

where the J-summation runs over all data points in the neutral
training set, including 2 412 solvation free energies and 143
transfer free energies, the j-summation runs over all levels
of electronic structure theory used in the parametrization,
∆Gs

o(expt., J) is the experimental standard-state solvation or
transfer free energy, ∆GEP(j, J) is the bulk electrostatic energy
computed for a given theoretical level (or bulk electrostatic
contribution to a transfer free energy), and ∆GCDS(J) is the
nonbulk electrostatic energy defined by eqs 10-13 (or the cor-
responding contribution to a transfer free energy). The 2 412
data points do not include the five sulfonylureas in water
mentioned before, which were used in the SM8AD testing
but not in the SM8AD parametrization. The CDS term was
parametrized by averaging over 26 combinations of charge
models, electronic structure methods, and basis sets as listed
in Table 3. Namely, we used two charge models (CM417 or
CM4M48), nine density functionals (M05-2X,80 M05,80,83

M06-2X,84,85 M06,84,85 M06-HF,85,86 M06-L,85,87 mPW-
PW,66 mPW1PW,66 and B3LYP88-91), the Hartree-Fock
(HF) method, and nine basis sets for which the charge models

Table 2. Intrinsic Coulomb Radii (Å) of Various Models and Bondi’s van der Waals Radii (Å)

atom Z SM8AD(aq)a
SM8AD

(DMSO)a SM8(aq)b
SM8

(DMSO)b SMD(aq)c
SMD

(DMSO)c Bondid

H 1 1.02 0.80 1.02 0.80 1.20 1.20 1.20
C 6 1.75 1.75 1.57 1.57 1.85 1.85 1.70
N 7 1.94 1.94 1.61 1.61 1.89 1.89 1.55
O 8 1.52 2.29 1.52 2.18 1.52 2.29 1.52
F 9 1.68 1.68 1.47 2.63 1.73 1.73 1.47
Si 14 2.47 2.47 2.10 2.10 2.47 2.47 2.10
P 15 2.12 2.12 1.80 2.13 2.12 2.12 1.80
S 16 2.16 2.16 2.12 2.45 2.49 2.49 1.80
Cl 17 2.40 2.40 2.02 2.63 2.38 2.38 1.75
Br 35 2.62 2.62 2.60 2.85 3.06 3.06 1.85

a The SM8AD radii for H and O are defined as a function of Abraham’s hydrogen bond acidity parameter (R) for a given solvent
according to eqs 14 and 15. We adopted the SMD values20 for the SM8AD radii for Si and P. b The intrinsic Coulomb radii used by the SM8
model for any solute in water and DMSO.18 c The intrinsic Coulomb radii used by the SMD model for any solute in water and DMSO.20

d Bondi’s values of van der Waals radii.54

F ) {1.02 R g 0.43
1.02 - 0.52 (0.43 - R) R < 0.43

(14)

F ) {1.52 R g 0.43
1.52 + 1.8 (0.43 - R) R < 0.43

(15)

� ) ∑
J)1

2 555 [∆GS
o(expt., J) - 1

26 ∑
j)1

26

∆GEP(j, J)-GCDS(J)]2

(16)
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are available (MIDI!,67,68 MIDI!6D,67,68 6-31G*,81

6-31+G*,81 6-31+G**,81 6-31G**,81 cc-pVDZ,92 DZVP,93

or 6-31B*94). We used the CM4M charge model only with
the M06 suite85 of density functionals for which this model
was designed,48 and we use the CM4 model with any other
density functional or with the Hartree-Fock method.

Table 4 lists nine additional levels of theory that were not
used in parametrization, but that are tested in the present
study. In particular, we tested the SM8AD model using
partial atomic charges obtained from Löwdin population
analysis (LPA)50 or redistributed LPA (RLPA),51 the
6-31B**94 and cc-pVTZ92 basis sets, and the semiempirical
models Austin Model 1 (AM1)95 and Parametrized Model
3 (PM3)96 combined with Charge Model 2 (CM2)97 and
Charge Model 3 (CM3).98

In the present study we have employed essentially the same
strategy for optimizing the sigma coefficients σ̃i

[n], σ̃i
[R], σ̃i

[�],
σ̃i

[water], σ̃[γ], σ̃[φ2], σ̃[ψ2], and σ̃[�2], as we did in our earlier

work,18,20 with one exception. In the previous studies,18,20

we optimized these parameters separately for atoms involving
at most H, C, N, and O, atoms involving F, S, Cl, and Br,
and atoms involving Si and P. In the present study, we have
abandoned this scheme, and we optimized all the sigma
coefficients simultaneously. The final set of SM8AD surface
tension coefficients is listed in Tables 5 and 6. The SM8AD
model uses 46 nonzero surface tension parameters compared
to the 54 parameters that are used by SM8. Functional forms
for atomic surface tensions used by SM8AD are given in
the Supporting Information.

3. Results

Tables 7 and 8 show the mean signed errors (MSE) and the
mean unsigned errors (MUE) in 2 892 solvation energies
calculated by SM8AD, SM8, and SMD used in combination
with five selected electronic structure methods (M05-2X,
M06-2X, mPW1PW, B3LYP, HF) and four basis sets
(MIDI!6D, 6-31G*, 6-31+G**, 6-31G**). The mean signed
and unsigned errors as well as the root mean squared errors
over all theoretical levels used in the present study are given
in the Supporting Information. Tables 9-12 show in more
detail the errors in SM8AD solvation energies calculated
using M05-2X/6-31G*. Table 9 gives a breakdown of the
errors in calculated aqueous solvation free energies for
neutrals by solute class. In Tables 10 and 11, the errors are
broken down by solute class for calculated solvation free
energies of neutral solutes in nonaqueous solvents and for
calculated transfer free energies, respectively. Table 12 gives

Table 3. Twenty Six Combinations of Charge Models,
Electronic Structure Levels, and Basis Sets Used in the
SM8AD Parametrization

charge model functional basis set

CM4 M05-2X MIDI!
CM4 M05-2X MIDI!6D
CM4 M05-2X 6-31G*
CM4 M05-2X 6-31+G*
CM4 M05-2X 6-31+G**
CM4 M05-2X 6-31G**
CM4 M05-2X cc-pVDZ
CM4 M05-2X DZVP
CM4 M05-2X 6-31B*
CM4M M06-2X MIDI!
CM4M M06-2X MIDI!6D
CM4M M06-2X 6-31G*
CM4M M06-2X 6-31+G*
CM4M M06-2X 6-31+G**
CM4M M06-2X 6-31G**
CM4M M06-2X cc-pVDZ
CM4M M06-2X DZVP
CM4M M06-2X 6-31B*
CM4 M05 6-31G*
CM4M M06 6-31G*
CM4M M06-HF 6-31G*
CM4M M06-L 6-31G*
CM4 mPWPW 6-31G*
CM4 mPW1PW 6-31G*
CM4 B3LYP 6-31G*
CM4 HF 6-31G*

Table 4. Nine Additional Combinations of Charge Models,
Electronic Structure Levels, and Basis Sets Used in the
SM8AD Testing but not Used in the SM8AD
Parametrizationa

charge model electronic structure level basis set

CM4 M05-2X 6-31B**
CM4M M06-2X 6-31B**
CM4 M05-2X cc-pVTZ
LPA M05-2X 6-31G*
RLPA M05-2X 6-31+G**
CM2 AM1 n.a.
CM3 AM1 n.a.
CM2 PM3 n.a.
CM3 PM3 n.a.

a The n.a. denotes not applicable.

Table 5. Atomic Surface Tension Parameters (cal mol-1

Å-2) for SM8AD that Depend on Atomic Numbersa

i σ̃i
[water] σ̃i

[n] σ̃i
[R] σ̃i

[�]

H 32.74 25.35
C 65.00 32.05 146.39
H, C -41.80 -69.24
C, C -50.56 -44.81 -89.04
O -79.20 -15.09 -41.39
H, O -54.88 -84.48 -160.75
O, C 183.85 276.59
O, O 76.58
N 44.96 -100.55
H, N -111.09 -93.29
C, N 41.77 -73.49 174.33
N, C -57.40 -82.30
O, N 176.32 136.00
F 27.28
Cl -3.36 -23.09
Br -13.16 -31.68
S -20.49 -34.96
O, P 151.00 283.85
O, S 277.16
S, P 76.43
Si -78.22

a Any possible atomic number-dependent surface tension
parameter that is not in this table is set equal to zero in SM8AD.

Table 6. Molecular Surface Tension Parameters (cal mol-1

Å-2) for SM8AD that Do Not Depend on Atomic Numbers

σ̃[γ] 0.19
σ̃[φ2] -2.71
σ̃[ψ2] -8.25
σ̃[�2] 2.10
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a breakdown of MSEs and MUEs in 332 solvation free
energies for ions by solute class. The errors in the M05-2X/
6-31G* solvation energies for neutrals broken down by
solvent name are given in the Supporting Information.

The SM8AD and SM8 solvation energies based on DFT
or the Hartree-Fock method were calculated with a locally
modified version of Gaussian 0378 called MN-GSM.79 The
SMD solvation energies were calculated with the GESOL

Table 7. Mean Signed Errors (kcal/mol) in the Free Energies of Solvation Calculated using SM8AD, SM8, and SMDa

2 560 neutral data 332 ionic data

salvation
model

charge
model functional basis set aqueous data

nonaqueous
data

transfer
energies

aqueous
data

nonaqueous
data

274 66b 5c 2 072 143 112 220
SM8AD CM4 M05-2X MIDI!6D 0.09 0.78 -2.00 0.04 -0.09 0.62 -1.69
SM8 CM4 M05-2X MIDI!6D 0.28 0.97 -8.26 0.14 -0.14 1.55 -1.59
SMD M05-2X MIDI!6D 0.56 1.60 -4.35 0.34 -0.48 4.59 0.95
SM8AD CM4 M05-2X 6-31G* -0.02 0.40 -3.02 -0.02 0.04 -0.18 -2.36
SM8 CM4 M05-2X 6-31G* 0.20 0.69 -8.96 0.08 -0.08 0.71 -2.31
SMD M05-2X 6-31G* -0.06 0.40 -8.64 -0.06 -0.02 3.74 0.42
SM8AD CM4 M05-2X 6-31+G** 0.00 0.03 -6.05 -0.01 -0.22 0.22 -2.62
SM8 CM4 M05-2X 6-31+G** 0.20 0.29 -12.10 0.07 -0.21 1.01 -2.61
SMD M05-2X 6-31+G** -0.73 -0.80 -10.75 -0.50 0.24 4.32 0.60
SM8AD CM4 M05-2X 6-31G** 0.03 0.45 -2.19 -0.01 -0.05 -0.16 -2.30
SM8 CM4 M05-2X 6-31G** 0.24 0.70 -8.38 0.09 -0.13 0.66 -2.30
SMD M05-2X 6-31G** -0.12 0.24 -8.93 -0.09 0.00 3.79 0.38
SM8AD CM4M M06-2X 6-31G* -0.33 -0.30 -5.50 -0.16 0.36 -0.32 -2.44
SM8 CM4M M06-2X 6-31G* -0.11 0.12 -10.77 -0.08 0.19 0.62 -2.37
SMD M06-2X 6-31G* 0.22 0.87 -7.43 0.10 -0.21 4.08 0.78
SM8AD CM4 mPW1PW 6-31G* -0.30 -0.34 -5.43 -0.14 0.29 -0.23 -2.24
SM8 CM4 mPW1PW 6-31G* -0.08 0.10 -10.73 -0.06 0.13 0.71 -2.18
SMD mPW1PW 6-31G* 0.23 0.94 -6.99 0.10 -0.24 4.25 0.92
SM8AD CM4 B3LYP 6-31G* -0.12 -0.08 -3.68 -0.05 0.26 0.04 -1.94
SM8 CM4 B3LYP 6-31G* 0.12 0.34 -9.14 0.07 0.10 0.98 -1.85
SMD B3LYP 6-31G* 0.59 1.38 -6.13 0.31 -0.38 4.72 1.42
SM8AD CM4 HF 6-31G* 0.03 0.18 -3.49 -0.01 0.05 -0.57 -2.90
SM8 CM4 HF 6-31G* 0.30 0.51 -9.29 0.14 -0.05 0.36 -2.79
SMD HF 6-31G* -0.71 -1.54 -14.14 -0.33 0.71 2.67 -0.70

a Description of the SM8AD data set is given in Section 2. b Part of a subset of 71 aqueous data used in the SM8AD parametrization but
not used in the SM8 and SMD parametrization. c Five sulfonylureas as part of a subset of 71 aqueous data not used in the parametrization
of either model.

Table 8. Mean Unsigned Errors (kcal/mol) in the Free Energies of Solvation Calculated using SM8AD, SM8, and SMDa

2 560 neutral data 332 ionic data

salvation
model

charge
model functional basis set aqueous data

nonaqueous
data

transfer
energies

aqueous
data

nonaqueous
data

274 66b 5c 2 072 143 112 220
SM8AD CM4 M05-2X MIDI!6D 0.59 1.62 2.85 0.57 0.63 3.33 3.98
SM8 CM4 M05-2X MIDI!6D 0.65 1.93 8.26 0.59 0.72 3.36 4.57
SMD M05-2X MIDI!6D 0.88 2.34 4.62 0.70 0.82 4.83 4.19
SM8AD CM4 M05-2X 6-31G* 0.53 1.72 3.23 0.56 0.63 2.96 4.38
SM8 CM4 M05-2X 6-31G* 0.59 2.01 8.96 0.57 0.73 3.00 4.93
SMD M05-2X 6-31G* 0.60 1.85 8.64 0.63 0.64 4.13 4.15
SM8AD CM4 M05-2X 6-31+G** 0.67 2.41 6.05 0.61 0.80 2.50 4.90
SM8 CM4 M05-2X 6-31+G** 0.72 2.34 12.10 0.61 0.71 3.11 5.70
SMD M05-2X 6-31+G** 0.96 1.97 10.75 0.79 0.68 4.64 4.08
SM8AD CM4 M05-2X 6-31G** 0.53 1.74 2.71 0.56 0.59 2.90 4.38
SM8 CM4 M05-2X 6-31G** 0.59 2.01 8.38 0.57 0.68 2.94 4.95
SMD M05-2X 6-31G** 0.62 1.84 8.93 0.64 0.64 4.15 4.13
SM8AD CM4M M06-2X 6-31G* 0.62 1.69 5.50 0.59 0.72 2.79 4.38
SM8 CM4M M06-2X 6-31G* 0.57 1.91 10.77 0.58 0.76 2.92 4.94
SMD M06-2X 6-31G* 0.62 1.94 7.43 0.63 0.69 4.41 4.13
SM8AD CM4 mPW1PW 6-31G* 0.60 1.69 5.43 0.59 0.71 2.86 4.28
SM8 CM4 mPW1PW 6-31G* 0.56 1.96 10.73 0.58 0.77 2.96 4.84
SMD mPW1PW 6-31G* 0.63 1.97 6.99 0.63 0.69 4.54 4.20
SM8AD CM4 B3LYP 6-31G* 0.59 1.60 3.68 0.57 0.72 3.00 4.14
SM8 CM4 B3LYP 6-31G* 0.58 1.87 9.14 0.58 0.79 3.07 4.68
SMD B3LYP 6-31G* 0.81 2.11 6.13 0.67 0.74 4.94 4.24
SM8AD CM4 HF 6-31G* 0.57 1.59 3.52 0.56 0.65 3.01 4.82
SM8 CM4 HF 6-31G* 0.65 1.93 9.29 0.58 0.74 2.91 5.26
SMD HF 6-31G* 0.92 2.29 14.14 0.73 0.97 3.39 4.50

a See footnote a of Table 7. b See footnote b of Table 7. c See footnote c of Table 7.
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program99 that employs the external option of Gaussian 03.
All solvation calculations using AM1 and PM3 were carried
out with a locally modified version of GAMESS100 called
GAMESSPLUS.101

4. Discussion of Model Performance

First, we discuss the performance of SM8AD for predicting
the solvation free energies of neutral solutes in aqueous

solution. For the 274 neutral data in water that constitute
subset i defined in Section 2, the MSE in the SM8AD free
energies of solvation calculated using 26 theoretical levels
listed in Table 2 is between -0.37 (M06-HF/6-31G*) and
0.58 kcal/mol (M05-2X/6-31B*). The corresponding MUE
varies from 0.53 (M05-2X/6-31G*, M05-2X/6-31G**) to
0.87 kcal/mol (M05-2X/6-31B*). The MUE in the SM8
solvation free energies for the same data set varies from 0.55
(M06/6-31G*) to 1.04 kcal/mol (M05-2X/6-31B*), and the
corresponding MUE in the SMD solvation free energies is
between 0.60 (M05-2X/6-31G*) and 1.15 kcal/mol (M05-
2X/6-31B*). For the 66 neutral data in water that constitute
the training part of ii defined in Section 2, the MSE averaged
over 26 theoretical levels used in these calculations is 0.1,
0.4, and 0.5 kcal/mol for SM8AD, SM8, and SMD, respec-

Table 9. Mean Signed and Mean Unsigned Errors in
Aqueous Solvation Free Energies Calculated using SM8AD
and SM8 with CM4/M05-2X/6-31G* by Solute Classa

SM8AD SM8

solute class N MSEb MUEb MSEb MUEb

274 Data
H2, NH3, H2O, (H2O)2 4 -1.74 1.74 -2.06 2.06
unbranched alkanes 8 -0.81 0.81 -0.85 0.85
branched alkanes 5 -0.75 0.75 -0.77 0.77
cycloalkanes 5 -0.47 0.47 -0.70 0.70
alkenes 9 -0.37 0.41 -0.30 0.40
alkynes 5 0.20 0.24 0.43 0.43
arenes 8 0.06 0.23 -0.09 0.24
alcohols 12 0.52 0.53 0.59 0.59
phenols 4 0.46 0.52 0.60 0.60
ethers 12 0.13 0.43 0.54 0.61
aldehydes 6 0.19 0.29 0.16 0.27
ketones 12 -0.12 0.30 0.30 0.36
carboxylic acids 5 0.42 0.42 0.74 0.74
esters 13 -0.43 0.47 -0.03 0.16
peroxides 3 -0.16 0.28 0.14 0.14
bifunctional H, C, O compounds 5 0.49 0.59 0.79 0.79
aliphatic amines 15 0.13 0.63 0.17 0.61
anilines 7 0.37 0.37 0.54 0.54
aromatic N-heterocycles (1 N) 10 0.41 0.41 0.46 0.46
aromatic N-heterocycles (2 Ns) 3 -0.70 0.70 -0.11 0.77
nitriles 4 -0.43 0.43 0.89 0.89
hydrazines 3 0.47 0.95 0.19 0.88
bifunctional H, C, N compounds 3 0.32 0.34 0.44 0.61
amides 4 0.45 0.62 0.85 0.97
ureas 2 0.27 0.59 0.12 0.12
nitrohydrocarbons 7 -0.11 0.30 0.30 0.40
bifunctional H, C, N, O compounds 3 -0.35 0.35 0.18 0.18
fluoroalkanes 5 -0.31 0.42 -0.07 0.30
fluoroarene 1 -0.09 0.09 -0.05 0.05
chloroalkanes 13 -0.17 0.32 0.10 0.26
chloroalkenes 6 0.17 0.27 0.68 0.68
chloroarenes 8 -0.43 0.43 -0.28 0.28
bromoalkanes 9 -0.11 0.12 -0.21 0.21
bromoalkene 1 -0.08 0.08 0.04 0.04
bromoarenes 4 -0.23 0.23 -0.41 0.41
multihalogenhydrocarbons 12 -0.34 0.37 0.03 0.25
halogenated bifunctional

compounds
9 0.30 0.95 1.33 1.43

thiols 4 0.73 0.73 0.63 0.63
sulfides 5 0.87 1.01 0.77 0.86
disulfides 2 0.44 0.44 0.12 0.12
sulfur heterocycle 1 0.50 0.50 0.30 0.30
halogenated sulfur compounds 2 -0.98 2.63 -0.13 1.78
phosphorus compounds 14 0.20 1.08 0.78 1.62
silicon compound 1 -0.49 0.49 -0.12 0.12
all data 274 -0.02 0.53 0.20 0.59

66 Data
compounds containing H, C, O 9 -0.70 1.06 0.30 0.70
compound containing H, C, N 1 1.76 1.76 0.84 0.84
compounds containing H, C, N, O 17 0.18 2.57 0.80 2.37
compound containing H, C, F 1 -0.34 0.34 0.39 0.39
compounds containing H, C, Cl 3 0.48 0.48 1.58 1.58
halogen compounds containing

H, C, N, and/or O
15 1.24 1.85 2.15 2.43

sulfur compounds not containing P 9 0.04 1.33 -1.11 2.55
phosphorus compounds 11 0.74 1.57 0.09 1.89
all data 66 0.41 1.72 0.69 2.01

5 Data (Sulfonylurea Subset)
compounds containing

H, C, N, O, S
4 -3.16 3.43 -9.22 9.22

compound containing
H, C, N, O, S, Cl

1 -2.44 2.44 -7.93 7.93

all data 5 -3.02 3.23 -8.96 8.96

a N is the number of data in a given solute class. b MSE and
MUE are in kcal/mol.

Table 10. Mean Signed and Mean Unsigned Errors in
Nonaqueous Solvation Free Energies Calculated using
SM8AD and SM8 with CM4/M05-2X/6-31G* by Solute
Classa

SM8AD SM8

solute class N MSEc MUEc MSEc MUEc

H2, NH3, H2O 29 -1.72 1.73 -1.70 1.72
unbranched alkanes 85 0.19 0.43 0.23 0.45
branched alkanes 7 0.16 0.33 0.33 0.41
cycloalkanes 13 -0.12 0.35 -0.32 0.45
alkenes 18 -0.22 0.50 0.11 0.41
alkynes 9 -0.13 0.60 0.42 0.51
arenes 134 -0.43 0.54 -0.29 0.46
alcohols 272 -0.04 0.47 0.01 0.38
phenols 109 0.24 0.45 0.49 0.62
ethers 87 0.42 0.66 0.29 0.69
aldehydes 32 -0.01 0.73 -0.10 0.60
ketones 195 -0.51 0.57 -0.51 0.58
carboxylic acids 120 0.32 0.55 0.48 0.64
esters, including lactones b 243 0.12 0.35 0.27 0.45
peroxides 17 0.45 1.29 -0.07 0.58
bifunctional H, C, O compounds 24 0.81 1.38 1.01 1.33
aliphatic amines 154 0.18 0.38 0.19 0.43
anilines 61 -0.28 0.39 0.10 0.38
aromatic N-heterocycles (1 N) 52 0.00 0.58 -0.06 0.62
aromatic N-heterocycles (2 Ns) 9 0.63 0.82 0.68 0.82
nitriles 20 -0.33 0.59 0.18 0.46
hydrazines 5 0.83 1.19 0.80 1.27
bifunctional H, C, N compounds 2 -0.91 0.94 -0.74 0.79
amides 26 0.19 0.65 0.45 0.71
ureas 7 0.75 0.75 0.85 0.96
lactams 4 0.91 0.99 0.75 0.90
nitrohydrocarbons 86 -0.05 0.68 0.03 0.51
bifunctional H, C, N, O compounds 3 0.27 1.00 0.26 0.75
fluoroalkanes 5 -0.71 0.71 -0.12 0.62
fluoroarenes 11 -0.43 0.81 0.15 0.59
chloroalkanes 26 -0.61 0.61 -0.43 0.44
chloroalkenes 15 0.59 0.64 0.76 0.76
chloroarenes 31 -0.23 0.38 -0.06 0.33
bromoalkanes 21 -0.46 0.46 -0.67 0.68
bromoalkenes 2 -0.38 0.38 -0.16 0.16
bromoarenes 16 -0.40 0.54 -0.44 0.52
multihalogenhydrocarbons 14 -0.15 0.31 -0.26 0.36
halogenated bifunctional

compounds
37 0.42 0.87 0.85 0.99

thiols 10 0.53 0.55 0.15 0.25
sulfides 13 -0.22 0.82 -0.30 0.91
disulfides 4 0.57 0.57 0.23 0.43
sulfur heterocycles 4 0.69 0.69 0.67 0.67
sulfoxide 1 -0.19 0.19 -0.41 0.41
phosphorus compounds 37 0.15 1.43 0.94 1.67
silicon compounds 2 0.97 0.97 1.61 1.61
all data 2 072 -0.02 0.56 0.08 0.57

a N is the number of data in a given solute class. b Five
lactones and 238 other esters. c MSE and MUE are in kcal/mol.
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tively; the corresponding MUE is 1.9, 2.1, and 2.1 kcal/mol.
Thus, SM8AD slightly outperforms SM8 and SMD on these
data sets.

For five sulfonylureas (namely, bensulfuron methyl, chlo-
rimuron ethyl, metsulfuron methyl, sulfometuron methyl,

thifensulfuron methyl) in water, the MSE averaged over 26
theoretical levels is equal to -4.2, -10.1, and -8.0 kcal/
mol, respectively for SM8AD, SM8, and SMD, and the
corresponding MUE is 4.6, 10.1, and 8.1 kcal/mol. These
errors are rather large. However, one should keep in mind
that Guthrie61 assigned these five compounds the largest
possible uncertainty (1.9 kcal/mol), meaning that the corre-
sponding solubility and vapor pressure could not be found
in the open source literature or that the primary vapor
pressure temperature data were not available.61 As the
compounds are highly nonvolatile, their vapor pressures were
measured by assessing slow mass loss from solid samples
heated to rather high temperatures and then by extrapolating
back to room temperature.102 In addition to uncertainties
associated with the extrapolation procedure, there is the
possibility of thermal degradation of the sulfonylureas.102

In view of the uncertainty in the experimental targets for
these compounds, we did not include them in the param-
etrization of any of the solvation models tested in our study.
Nevertheless, the SM8AD model is able to predict the free
energies of solvation for such difficult compounds more
accurately than any other tested model apparently due to
more robust parametrization of its nonbulk electrostatic term
with the use of a more diverse training set in spite of the
fact that no sulfonylureas were used in the SM8AD
parametrization. In this regard, we recall that the SM8AD
training set has been extended by addition of 66 aqueous
solutes (see Section 2) many of which are compounds of
complex functionality, including compounds with oxidized
sulfur that are not present in the SM8 and SMD training
sets of aqueous neutrals.

Now we discuss the performance of SM8AD as compared
to that of SM8 and SMD for predicting the free energies of
solvation for neutral solutes in nonaqueous solvents. For
2 072 neutral data in 90 organic solvents, the MSE in the
SM8AD free energies of solvation calculated using 26
theoretical levels listed in Table 2 is between -0.20 (M06-
HF/6-31G*) and 0.31 kcal/mol (M05-2X/6-31B*). The
corresponding MUE varies from 0.56 to 0.61 kcal/mol, only
slightly depending on density functional and basis set. The
MUE in the SM8 solvation free energies for the same data
set varies from 0.57 to 0.69 kcal/mol, and the corresponding
MUE in the SMD solvation free energies is between 0.63
(M05-2X/6-31G*) and 0.84 kcal/mol (M05-2X/6-31B*). For
143 transfer energies, the MSE averaged over 26 theoretical
levels used in these calculations is 0.03, -0.04, and -0.13
kcal/mol for SM8AD, SM8, and SMD, respectively; the
corresponding MUE is 0.71, 0.74, and 0.74 kcal/mol.

For 112 aqueous ions, the MSE in the SM8AD free
energies of solvation calculated using 26 theoretical levels
is between -0.59 (M06-HF/6-31G*) and 0.62 kcal/mol
(M05-2X/MIDI!6D), and the corresponding MUE varies
from 2.50 (M05-2X/6-31+G**) to 3.37 kcal/mol (M05-2X/
MIDI!). The MSE in the SM8 free energies of solvation for
the same data set is between 0.12 (M05-2X/DZVP) and 1.55
kcal/mol (M05-2X/MIDI!6D), and the corresponding MUE
ranges from 2.75 (M06-HF/6-31G*) to 3.36 kcal/mol (M05-
2X/MIDI!). The MSE in the SMD free energies of solvation
for the same data set is between 2.67 (HF/6-31G*) and 5.17

Table 11. Mean Signed and Mean Unsigned Errors in
Transfer Free Energies between Water and Organic
Solvents Calculated using SM8AD and SM8 with CM4/
M05-2X/6-31G* by Solute Classa

SM8AD SM8

solute class N MSEb MUEb MSEb MUEb

lactones 10 0.40 0.84 0.06 0.89
aromatic N-heterocycles 6 -0.14 0.53 0.02 0.37
bifunctional H, C, N
compounds

2 0.94 0.94 0.82 0.82

amides 13 -0.57 0.61 -1.05 1.05
ureas 11 -0.07 0.35 0.02 0.27
lactams 4 -1.35 1.35 -1.71 1.71
thymines and uracils 12 0.37 0.63 0.31 0.67
bifunctional H, C, N, O
compounds

5 -0.15 0.81 -0.14 0.35

halogenated bifunctional
compounds

39 0.32 0.64 0.38 0.67

sulfur compounds 19 0.10 0.37 -0.06 0.49
phosphorus compounds 9 -0.77 0.91 -1.36 1.38
silicon compounds 13 0.20 0.61 0.16 0.82
all data 143 0.04 0.63 -0.08 0.73

a N is the number of data in a given solute class. b MSE and
MUE are in kcal/mol.

Table 12. Mean Signed and Mean Unsigned Errors in
Ionic Solvation Free Energies Calculated using SM8AD
and SM8 with CM4/M05-2X/6-31G*a

SM8AD SM8

solute class N MSEe MUEe MSEe MUEe

Acetonitrile
H, C, N, O cationsb 36 2.6 5.3 4.0 6.5
S cationsc 3 9.1 9.1 16.1 16.1
All cations 39 3.1 5.6 4.9 7.2
H, C, N, O anionsb 19 -3.2 3.2 -4.5 4.5
F, Cl, Br, S anionsc 11 -4.2 4.3 -3.4 3.4
All anions 30 -3.6 3.6 -4.1 4.1
All ions 69 0.2 4.7 1.0 5.9

DMSO
H, C, N, O cationsb 4 0.1 0.7 -1.5 1.8
All cations 4 0.1 0.7 -1.5 1.8
H, C, N, O anionsb 52 -4.2 5.0 -8.0 8.3
F, Cl, Br, S anionsc 15 -5.8 5.8 -3.7 4.1
All anions 67 -4.6 5.2 -7.0 7.3
All ions 71 -4.3 4.9 -6.7 7.0

Methanol
H, C, N, O cationsb 26 -3.8 4.1 -1.3 2.1
Cl, Br cationsc 3 -3.8 3.8 -1.0 1.0
All cations 29 -3.8 4.1 -1.2 2.0
H, C, N, O anionsb 36 -2.5 3.4 -1.0 2.4
F, Cl, Br anionsc 15 -1.7 2.9 -1.8 2.5
All anions 51 -2.3 3.3 -1.2 2.4
All ions 80 -2.8 3.6 -1.2 2.3

Water d

H, C, N, O cationsb 48 -2.1 3.0 0.4 2.4
Cl, S cationsc 4 -0.7 2.7 1.5 2.5
All cations 52 -2.0 3.0 0.5 2.4
H, C, N, O anionsb 43 1.5 3.0 1.3 3.7
F, Cl, Br, S anionsc 17 1.3 2.8 0.0 3.0
All anions 60 1.4 3.0 0.9 3.5
All ions 112 -0.1 3.0 0.7 3.0

a N is the number of data in a given solute class. b Ions
containing no elements other than H, C, N or O. c Ions containing
any of the listed elements in addition to H, C, N or O. d 112
selectively clustered ions from the SM6 model training set as
defined in ref 17. e MSE and MUE are in kcal/mol.
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kcal/mol (mPWPW/6-31G*), and the corresponding MUE
ranges from 3.39 (HF/6-31G*) to 5.34 kcal/mol (mPWPW/
6-31G*). The MUE averaged over 26 theoretical levels used
in the calculations for 112 aqueous ions is 2.9, 3.1, and 4.6
kcal/mol for SM8AD, SM8, and SMD, respectively. Thus,
SM8AD produces on average slightly more accurate solva-
tion energies for 112 aqueous ions tested in the present study.

For 220 ionic data in acetonitrile, dimethyl sulfoxide, and
methanol, the MSE in the SM8AD free energies of solvation
calculated using 26 theoretical levels is between -2.93 (M05-
2X/DZVP) and -1.69 kcal/mol (M05-2X/MIDI!6D). The
MSE in the SM8 free energies of solvation for the same data
set is between -3.09 (M05-2X/DZVP) and -1.59 kcal/mol
(M05-2X/MIDI!6D). The MSE in the SMD free energies of
solvation for the same data set is between -0.70 (HF/6-
31G*) and 1.86 kcal/mol (mPWPW/6-31G*). The MUE
averaged over 26 theoretical levels used in the calculations
for 220 ionic data in the three nonaqueous solvents 4.5, 5.1,
and 4.2 kcal/mol for SM8AD, SM8, and SMD, respectively.

In general, the SM8AD model demonstrates satisfactory
performance with any of the 26 theoretical levels listed in
Table 2 for which it has been parametrized. The quality of
the model does not substantially depend on the choice of
density functional, and it can be recommended for the use
with any density functional or the Hartree-Fock method.
The SM8AD performance worsens when the model is used
with the basis sets DZVP and 6-31B* and with basis sets
that contain diffuse functions (6-31+G*, 6-31+G**). For
instance, the MUE in the SM8AD free energies of solvation
calculated for 274 neutral solutes in water using M05-2X
with the CM4 charge model is 0.67 (6-31+G**), 0.69 (6-
31+G*), 0.77 (DZVP), and 0.87 kcal/mol (6-31B*). The
MUE in the SM8AD free energies of solvation calculated
for the same data set using M06-2X with the CM4M charge
model is 0.68 (6-31+G**), 0.69 (6-31+G*), 0.73 (DZVP),
and 0.73 kcal/mol (6-31B*). The best performance for
SM8AD can be achieved if it is used with MIDI!, MIDI!6D,
6-31G*, 6-31G**, and cc-pVDZ basis sets. Tables 9-12 give
a breakdown of the errors in solvation calculations using
SM8AD/CM4/M05-2X/6-31G* by solute class. For 274
neutral data in water, the MSE ranges from -1.74 to 0.87
kcal/mol (Table 9). For 2 072 neutral data in 90 organic
solvents, the MSE ranges from -1.72 to 0.97 kcal/mol (Table
10). For 143 transfer energies, the MSE ranges from -1.35
to 0.94 kcal/mol (Table 11). For 124 cationic data (Table
12), the smallest error is observed for cations in DMSO
(MSE ) 0.1, MUE ) 0.7 kcal/mol), and the largest error is
observed for cations in acetonitrile (MSE ) 3.1, MUE )
5.6 kcal/mol). The errors for the sulfur-containing cations
in acetonitrile are somewhat large, but this discrepancy is
mainly attributed to the H3S+ cation which is systematically
(by ∼16 kcal/mol) undersolvated by the SM8AD model with
respect to the experimental solvation free energy ∆Gs

�(expt.)
) -100.2 kcal/mol. However, the SM8AD error for H3S+

is substantially smaller than the corresponding SM8 error.
For 208 anionic data (Table 12), the smallest error is
observed for anions in water (MSE ) 1.4, MUE ) 3.0 kcal/
mol), and the largest error is observed for anions in DMSO
(MSE ) -4.6, MUE ) 5.2 kcal/mol).

Other theoretical levels for which the SM8AD model has
been tested include those listed in Table 3 (see the Supporting
Information), though we did not use these theoretical levels
in the SM8AD parametrization. The SM8AD model applied
with M05-2X/6-31B** and the CM4 charge model to 274
aqueous solutes substantially undersolvates these compounds
(MSE ) 0.89 kcal/mol, MUE ) 1.14 kcal/mol). The MUE
in the free energies of solvation computed with SM8/CM4/
M05-2X/6-31B** and SMD/M05-2X/6-31B** for the same
data set are even larger, reaching 1.27 and 1.23 kcal/mol,
respectively. The use of M06-2X/6-31B** instead of M05-
2X/6-31B** slightly reduces these errors, resulting in 0.99,
1.13, and 0.93 kcal/mol for SM8AD, SM8, and SMD,
respectively, the CM4M charge model being used with
SM8AD and SM8. We also tested SM8AD and SM8 with
the cc-pVTZ basis set for which we do not have a charge
model; we used partial atomic charges from Löwdin popula-
tion analysis (LPA) in this case. The two GB models used
with cc-pVTZ perform poorly in comparison with the SMD
model,20 which is a density-based solvation model that does
not require partial atomic charges (the MUEs for 274 aqueous
data are equal to 2.46, 2.59, and 0.68 kcal/mol, respectively,
for SM8AD, SM8, and SMD). The use of partial atomic
charges obtained from Löwdin population analysis results
in poor performance for SM8AD and SM8, even in the case
of smaller basis sets such as 6-31G*. Indeed, the MUE in
the SM8AD/LPA/6-31G* free energies of solvation calcu-
lated for 274 aqueous data is overly large (2.15 kcal/mol).
Adding diffuse functions to the basis results in even larger
errors in the SM8AD/LPA calculations, though the use of
RLPA51 instead of LPA can reduce the error (MUE ) 1.46
kcal/mol for 274 aqueous data with SM8AD/RLPA/6-
31+G**). As it was previously indicated,18 the use of GB
solvation models with partial atomic charges from population
analyses (class II charges) results in less accurate solvation
energies than with CM4 charges and other comparably
reliable class IV charges.

In addition, we tested the SM8AD model using the
semiempirical electronic structure methods AM1 and PM3
combined with the CM297 and CM398 partial atomic charges
(see the Supporting Information). The charge models CM297

and CM398 were specifically parametrized for the use with
AM1 and PM3. For 274 aqueous data, the MSE in the
SM8AD free energies of solvation calculated with AM1/
CM2, AM1/CM3, PM3/CM2, and PM3/CM3 varies from
-1.75 to -2.20 kcal/mol. For 66 aqueous data, the corre-
sponding MSE varies from -5.2 to -4.2 kcal/mol. For five
sulfonylureas in water, the MSE varies from -18.9 to -15.1
kcal/mol. Similar errors were obtained for SM8/AM1/CM2,
SM8/AM1/CM3, SM8/PM3/CM2, SM8/PM3/CM3 as well
as for SMD/AM1 and SMD/PM3. These errors are substan-
tially larger than those obtained, for instance, with SM8AD/
CM4/M05-2X/6-31G*. Unfortunately, the applicability of the
SM8AD model parameters developed in the present study
for the use with any density functional or the Hartree-Fock
method cannot be extended to use with AM1 and PM3, and
the SM8AD model would require a special parametrization
of its Coulomb radii and atomic surface tension coefficients
to be used with AM1 and PM3. The same is true for SM8
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and SMD. The earlier continuum models SM5.42/AM1 and
SM5.42/PM3, which were parametrized for the use with
AM1 and PM3, demonstrate good performance on 274
aqueous neutral data (MUE ) 0.61 kcal/mol) and on 2 072
nonaqueous neutral data (MUE ) 0.53-0.54 kcal/mol), and
somewhat poorer performance on 112 aqueous ions (MUE
) 4.2-4.9 kcal/mol) and on 220 nonaqueous ions (MUE )
6.7-6.9 kcal/mol).

Overall, the SM8AD errors are typically smaller than those
of SM8 and SMD in many cases when all the three models
perform well. However, the difference in the SM8AD, SM8,
and SMD errors is usually smaller than the estimated
uncertainty of the corresponding experimental targets (the
uncertainty ranges from 0.1 to 1.9 kcal/mol for neutrals,17,60,61

and it is about 3 kcal/mol for ions17), therefore, one can
assume that all the three models do equally well. This
indicates the fact that the CDS formalism used in the
parametrization of SM8AD, SM8, and SMD is able to
account for most of the nonelectrostatic solvation effects as
well as for the deviations of the electrostatics from the
assumed bulk model (which is different in all the models)
due to the inexactness of the solvent permittivity model
including the assumed values for intrinsic Coulomb radii,
the uncertainties in the treatment of solute charge outside
the solute cavity,2,4,40,103 as in the case of SMD, and the
inexactness of the solute charge model as in the case of SM8
and SM8AD.

In Table 13, we compare the free energies of solvation
for 71 aqueous solutes calculated using SM8AD with those
calculated using the IEFPCM algorithm39-42 as implemented
in Gaussian 0378 and the Poisson-Boltzmann (PB) self-consis-
tent reaction field solver as implemented in Jaguar.104-106

For both electrostatic and nonelectrostatic contributions, we
accept the defaults of these programs. Thus, the Gaussian
03 calculations include not only electrostatics but also
cavitation, dispersion, and repulsion.75 The molecular cavities
in the IEFPCM/Gaussian 03 calculations were constructed
using the united atom Hartree-Fock (UAHF) scheme107 for
atomic radii that is a recommended method for predicting
solvation free energies with PCM according to the Gaussian
03 manual.78 We have also tested another united atom
scheme called UA0108 that is a simplified united atom
implementation based on the universal force field radii,
available for the full periodic table.109 The PB/Jaguar
calculations employ atomic radii that depend on typing
certain functional groups in a solute molecule.105

The MUE in the PB/Jaguar solvation free energies of 71
aqueous solutes (Table 13) is 1.5 times larger than the
corresponding SM8AD error, whereas the MUE in the
IEFPCM/UAHF/Gaussian 03 calculations for the same data
set is twice as large. The solvation energies calculated using
IEFPCM/UA0/Gaussian 03 are much less accurate (MSE )
9.9, MUE ) 9.9, RMSE ) 11.1 kcal/mol) and many of them
are in disagreement with those calculated using IEFPCM/
UAHF. Table 14 shows individual contributions to the free
energies of solvation such as polarization (GP), electronic
relaxation (GE), cavitation (GC), dispersion (GD), and repul-
sion (GR) calculated by IEFPCM/Gaussian 03 using UA0,
UAHF, and Bondi’s radii for four compounds selected out

Table 13. Standard-State Free Energies of Solvation
(kcal/mol) Calculated for a Subset of 71 Aqueous Data
using SM8AD, IEFPCM/Gaussian 03, and PB/Jaguar with
M05-2X/6-31G*a

solute nameb exp SM8AD
IEFPCM/UAHF
Gaussian 03

PB
Jaguar

1,1-diacetoxyethane -5.0 -7.6 -3.5 -6.3
1,1-diethoxyethane -3.3 -2.7 -2.7 -4.1
1,2-diethoxyethane -3.5 -3.3 -4.2 -4.5
1,2-dinitroxypropane -5.0 -1.6 -4.7 -5.5
1,4,5,8-tetraminoanthraquinone -8.9 -17.3 -11.6 -18.3
1-amino-4-anilinoanthraquinone -7.4 -11.0 -4.9 -11.7
1-amino-anthraquinone -8.0 -9.7 -5.5 -9.1
2-butyl nitrate -1.8 -0.1 -0.7 -1.6
4-amino-4′-nitroazobenzene -11.2 -12.1 -8.2 -10.0
alachlor -8.2 -5.5 -1.7 -8.4
aldicarb -9.8 -7.6 -5.7 -9.1
ametryn -7.7 -9.5 -7.7 -12.3
azinphos methyl -10.0 -10.0 -4.7 -12.4
benefin -3.5 -0.7 2.9 -2.6
bensulfuron -17.2 -24.7 -21.0 -35.1
bis(2-chloroethyl) ether -4.2 -3.1 -4.1 -4.2
bromacil -9.7 -10.4 -5.8 -11.3
butyl nitrate -2.1 -0.1 -1.7 -2.0
captan -9.0 -6.3 -4.7 -7.0
carbaryl -9.5 -9.9 -6.9 -8.5
carbofuran -9.6 -11.2 -7.1 -8.1
carbophenothion -6.5 -3.4 1.4 -4.7
chlordane -3.4 -3.2 5.5 -1.3
chlorfenvinphos -7.1 -7.5 2.2 -6.6
chlorimuron ethyl -14.0 -16.4 -9.4 -25.5
chloropicrin -1.5 -0.2 2.6 1.0
chlorpyrifos -5.0 -3.5 4.8 -3.6
dialifor -5.7 -8.6 -0.1 -12.0
diazinon -6.5 -7.1 0.4 -9.2
dicamba -9.9 -8.5 -4.9 -6.7
diethyl propanedioate -6.0 -6.4 -4.7 -6.0
dimethoxymethane -2.9 -3.4 -3.8 -4.7
dinitramine -5.7 -3.9 -0.5 -6.1
dinoseb -6.2 -9.2 -5.8 -9.7
endosulfan alpha -4.2 -6.0 0.8 -8.2
endrin -5.5 -6.3 0.1 -3.6
ethion -6.1 -4.0 2.9 -10.6
ethylene glycol diacetate -6.3 -8.1 -4.3 -6.0
ethylene glycol mononitrate -8.2 -5.4 -8.5 -8.7
glycerol triacetate -8.8 -11.3 -5.9 -10.0
heptachlor -2.6 -2.6 5.4 -0.5
imidazole -9.8 -8.0 -10.1 -10.6
isobutyl nitrate -1.9 0.2 -0.6 -1.9
isophorone -5.2 -4.4 -2.9 -5.9
lindane -5.4 -4.2 -5.0 -4.8
malathion -8.2 -8.8 0.0 -6.2
m-bis(trifluoromethyl) benzene 1.1 0.7 1.5 -0.6
methomyl -10.7 -10.2 -7.5 -9.5
metsulfuron methyl -15.5 -18.9 -11.9 -25.9
N,N,4-trimethylbenzamide -9.8 -7.4 -4.2 -8.3
N,N-dimethyl-p-

methoxybenzamide
-11.0 -9.2 -6.0 -17.3

nitralin -8.0 -6.0 -0.8 -16.1
nitroglycol -5.7 -1.1 -5.5 -5.4
nitroxyacetone -6.0 -3.4 -5.4 -6.3
parathion -6.7 -5.3 -0.2 -9.6
pebulate -3.6 -2.8 -0.8 -5.0
phenyl formate -3.8 -3.9 -3.9 -3.3
phorate -4.4 -2.9 -0.4 -6.5
pirimor -9.4 -10.3 -3.5 -12.0
profluralin -2.5 -0.9 4.4 -3.5
prometryn -8.4 -8.4 -7.0 -11.9
propanil -7.8 -9.1 -5.9 -8.9
pyrazon -16.4 -13.2 -7.8 -12.6
simazine -10.2 -12.0 -10.4 -14.8
sulfometuron methyl -20.3 -19.8 -12.5 -29.3
terbacil -11.1 -9.3 -6.1 -11.0
terbutryn -6.7 -8.8 -7.2 -15.9
thifensulfuron -16.2 -18.5 -13.0 -26.8
trichlorfon -12.7 -9.6 -5.0 -13.7
trifluralin -3.3 -0.5 4.2 -2.9
vernolate -4.1 -3.5 -1.2 -6.4

MSE 0.2 3.5 -1.8
MUE 1.8 3.8 2.7

RMSE 2.3 4.7 4.3

a IUPAC names and other known names for these compounds
are given in the Supporting Information. MSE denotes mean
signed error; MUE denotes mean unsigned error, and RMSE
denotes root mean squared error. b Sorted in alphabetical order.
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of 71 aqueous solutes presented in Table 13. The first two
compounds (lindane, pyrazon) have the smallest deviation
in the free energies of solvation calculated using UA0 and
UAHF, whereas the remaining two compounds (pirimor,
prometryn) have the largest deviation. In the last two cases,
the deviation between the UA0 and UAHF total solvation
energies is dominated by the deviation between the corre-
sponding nonelectrostatic terms, though the bulk electrostatic
contributions are roughly the same. For instance, the GD term
for prometryn in water calculated using UA0 is 13 kcal/mol
larger than GD(UAHF), contributing to the unphysically
positive value of the total free energy of solvation for this
solute (7.58 kcal/mol with UA0 versus -6.96 kcal/mol with
UAHF, Table 14). Thus, the electrostatic and nonelectrostatic
terms are not separately meaningful in a quantitative sense,
and the validity of a model can be judged by the usefulness
of the whole model in predicting and correlating experimental
observables but not by any supposed rigor in the electrostatic
or nonelectrostatic parts of the formulation.110 We also note
that all the compounds with overly positive total solvation
energies obtained using UA0 have three or more methyl
groups, indicating a possible problem with the CH3 param-
eters used by the UA0 united atom model. The poor
performance by IEFPCM models may be caused in part by
the difficulty of separately estimating the cavity, dispersion,
and repulsion contributions. Table 14 shows that adding these
contributions leads to considerable cancellation. In contrast,
SM8AD, SM8, and SMD directly model the sum (the CDS
term). To make this more clear, Table 15 shows, for the same
four molecules as in Table 14, the P, E, EP, and CDS
contributions of SM8AD, SM8, and SMD.

To conclude this section, we will make an additional
comparison of our solvation models (SM8AD, SM8, SMD)
with the IEFPCM/Gaussian 03 model that uses the UAHF
scheme for atomic and group radii by considering four
additional solutes (acetic acid, benzaldehyde, ethanol, nico-
tinamide) solvated by three solvents, in particular benzene,
methylene chloride, and water (Table 16). These solutes

represent major classes of chemical compounds with various
functionalities, and the set of solvents is chosen to span a
range of dielectric constants and solvent properties. Table
16 also contains gas-phase and liquid-phase dipole moments
and compares the former to experiment.111 SM8AD, SM8,
and SMD agree well between themselves in predicting the
solvation free energies for any of these solutes with the
difference in ∆Gs

� lying between 0 and 1.5 kcal/mol, whereas
the individual (bulk electrostatic and nonbulk electrostatic)
components to the free energy of solvation vary more
significantly. For instance, the difference in ∆GEP as well as
in ∆GCDS calculated by SM8 and SMD for any solute in
water is about 4 kcal/mol or larger. SM8AD, SM8, and SMD
agree with IEFPCM/Gaussian 03 better for aqueous solutes
than for nonaqueous ones. The IEFPCM/Gaussian 03 free
energies of solvation for the nonaqueous solutes are usually

Table 14. Various Contributions (kcal/mol) to the Free Energies of Solvation for Selected Molecules Calculated using
IEFPCM/Gaussian 03 and Various Schemes for Coulomb Radiia

model GP GE ∆GEP GC GD GR GCDR ∆Gs
o

Lindane
UA0 -12.73 2.04 -10.69 26.45 -23.46 2.34 5.34 -5.35
UAHF -12.99 1.98 -11.01 27.25 -25.31 4.11 6.05 -4.97
Bondi -13.64 2.28 -11.36 28.78 -27.74 4.56 5.61 -5.75

Pyrazon
UA0 -18.81 3.51 -15.31 27.59 -21.66 1.79 7.72 -7.59
UAHF -14.23 2.49 -11.74 26.23 -26.52 4.18 3.89 -7.84
Bondi -23.05 4.93 -18.12 28.49 -27.43 4.01 5.07 -13.05

Pirimor
UA0 -7.86 1.33 -6.53 39.27 -19.01 0.59 20.84 14.31
UAHF -9.94 1.64 -8.30 32.07 -33.89 6.65 4.83 -3.47
Bondi -16.97 3.56 -13.41 38.91 -31.65 4.33 11.59 -1.82

Prometryn
UA0 -12.88 1.79 -11.09 39.54 -21.97 1.10 18.67 7.58
UAHF -13.64 1.72 -11.92 33.28 -35.13 6.82 4.96 -6.96
Bondi -16.35 2.48 -13.87 40.44 -34.17 4.86 11.12 -2.74

a The table shows contributions to the standard-state free energies of solvation in water (∆Gs
o) calculated by IEFPCM/Gaussian 03 using

UA0, UAHF, and Bondi’s radii for four compounds selected out of the 71 compounds presented in Table 13. The first two compounds
(sorted by name in alphabetical order) have the smallest deviation in the UA0 and UAHF values of ∆Gs

o, whereas the remaining two
compounds have the largest deviation. The electronic structure method used for these calculations is M05-2X/6-31G*.

Table 15. Various Contributions (kcal/mol) to the Free
Energies of Solvation for Selected Molecules Calculated
using SM8AD, SM8, and SMDa

model GP GE ∆GEP GCDS ∆Gs
o

Lindane
SM8AD -4.62 0.83 -3.80 -0.38 -4.18
SM8 -3.91 0.64 -3.28 0.26 -3.02
SMD -11.65 1.95 -9.70 2.47 -7.23

Pyrazon
SM8AD -17.14 5.28 -11.86 -1.34 -13.20
SM8 -14.65 3.96 -10.69 -0.63 -11.32
SMD -21.43 4.64 -16.79 4.85 -11.94

Pirimor
SM8AD -15.46 3.37 -12.09 1.79 -10.30
SM8 -14.08 2.80 -11.27 0.63 -10.64
SMD -16.95 3.65 -13.30 6.46 -6.84

Prometryn
SM8AD -9.06 1.67 -7.39 -0.96 -8.35
SM8 -9.94 1.74 -8.20 -1.03 -9.23
SMD -13.95 1.84 -12.11 3.70 -8.41

a The table shows contributions to the standard-state free
energies of solvation in water (∆Gs

o) calculated by SM8AD, SM8,
and SMD for compounds presented in Table 14. The electronic
structure method used for these calculations is M05-2X/6-31G*.
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much less negative than the corresponding SM8AD, SM8,
SMD, and available experimental values. Note that, accord-
ing to the Gaussian 03 output, IEFPCM/Gaussian 03 by
default scales the UAHF radii used in these calculations
differently for different solvents, using the scaling factor of
1.2 for water and 1.4 for benzene and methylene chloride.

5. Discussion of Model Physics

In this section we will examine some general advantages in
using the improved electrostatic algorithm based on the
generalized Born approximation with asymmetric descreen-
ing (see Section 2) as incorporated now in the new SM8AD
solvation model instead of the traditional generalized Born
Coulomb field approximation.

Grycuk has tested23 the GB/CF approximation against the
Kirkwood model22 applied to biopolymer electrostatics for
the case of a spherical biopolymer (in this case the Kirkwood
model is equivalent to the model based on the Poisson
equation for electrostatics). In a simple case when a single
charge is placed inside a spherical cavity embedded in a
dielectric continuum, the GB/CF model provides the exact
polarization energy due to the charge only if the charge is
located in the center of the spherical cavity.23 If the charge
is located near the dielectric boundary, the effective Born
radius is overestimated by up to a factor of 2, and therefore,
the resulting polarization energy can be underestimated by
the same factor.23 As suggested by Grycuk,23 the use of the
corrected Born radius (i.e., eq 8 instead of eq 6) allows one
to effectively reduce the errors of conventional GB/CF

models related to the deficiency of the Coulomb field
approximation.

The observed discrepancy between the GB/AD polariza-
tion energies and the polarization energies obtained by
solving the NPE can be attributed to the possible inaccuracy
of any of these models. Although the NPE electrostatics is
considered as the standard in this discussion, methods that
solve the NPE may have uncertainties in the bulk electrostatic
part due to the portion of the solute charge that lies outside
the cavity and the assumed way in which the permittivity
changes at and near the solute-solvent boundary.2,4,40,103

On the other hand, even the GB/AD model does not eliminate
all the deficiencies of the GB approximation, including the
oversimplified treatment of charge distributions by replacing
the continuous charge density of the solute by a set of atom-
centered partial charges for all stages of the calculation. With
that preface, the rest of this section uses the working
hypothesis that IEFPCM is an accurate standard for a given
set of radii.

Table 17 compares the polarization energies calculated by
using the GB/CF and GB/AD approximations and by solving
the NPE for bulk electrostatics in a medium with ε ) 78.3
for the sodium-doped fullerene cation Na+@C60 (a system
with nearly spherical symmetry) and the n-butylammonium
cation n-CH3(CH2)3NH3

+ (a nonspherical system). The NPE
was solved by the IEFPCM algorithm39-42 as implemented
in Gaussian 0378 with the user-defined intrinsic atomic
Coulomb radii and with the default tessellation settings. The
GB/CF and GB/AD approximations were evaluated using a

Table 16. Standard-State Free Energies of Solvation (kcal/mol) and Dipole Moments (debye) for Selected Solutes in
Benzene, Methylene Chloride, and Water Calculated using SM8AD, SM8, SMD, and IEFPCM/Gaussian 03a

gas benzene methylene chloride water

model µ ∆GEP GCDS ∆Gs
o µ ∆GEP GCDS ∆Gs

o µ ∆GEP GCDS ∆Gs
o µ

Acetic Acid
SM8AD 1.59 -1.48 -2.62 -4.10 1.74 -3.03 -1.62 -4.65 1.86 -7.52 0.90 -6.62 2.04
SM8 1.59 -1.38 -2.82 -4.20 1.73 -2.73 -1.96 -4.70 1.84 -6.04 -0.32 -6.36 1.99
SMD 1.59 -2.03 -1.79 -3.82 1.74 -4.95 -0.33 -5.27 1.89 -10.03 3.83 -6.20 2.15
IEFPCM 1.59 -1.61 0.68 -0.93 1.70 -3.08 0.10 -2.98 1.78 -7.92 1.35 -6.57 1.92
exp 1.70 ( 0.03 -4.02 -6.70

Benzaldehyde
SM8AD 3.32 -1.71 -4.81 -6.52 3.62 -3.19 -4.00 -7.18 3.92 -5.58 1.25 -4.32 4.38
SM8 3.32 -1.68 -4.87 -6.55 3.63 -3.08 -4.22 -7.30 3.92 -4.92 0.58 -4.34 4.26
SMD 3.32 -2.61 -3.98 -6.59 3.69 -5.53 -2.73 -8.26 4.08 -8.79 4.28 -4.51 4.67
IEFPCM 3.32 -1.24 0.82 -0.42 3.62 -2.41 0.11 -2.30 3.89 -5.40 2.17 -3.23 4.26
exp -4.02

Ethanol
SM8AD 1.71 -0.57 -2.82 -3.38 1.79 -1.32 -2.46 -3.78 1.87 -4.13 -0.74 -4.87 1.97
SM8 1.71 -0.72 -2.61 -3.33 1.80 -1.51 -2.27 -3.78 1.87 -3.60 -1.19 -4.79 1.95
SMD 1.71 -1.42 -1.61 -3.02 1.85 -3.54 -0.94 -4.48 2.03 -7.46 2.43 -5.04 2.30
IEFPCM 1.71 -1.12 -0.08 -1.20 1.82 -2.26 -0.75 -3.01 1.93 -5.88 0.34 -5.54 2.14
exp 1.69 ( 0.03 -3.42 -3.82 -5.01

Nicotinamide
SM8AD 2.07 -4.19 -3.94 -8.13 2.16 -7.41 -3.63 -11.03 2.25 -11.32 -2.25 -13.57 2.51
SM8 2.07 -4.86 -3.01 -7.86 2.17 -8.34 -2.80 -11.14 2.25 -10.70 -2.16 -12.86 2.38
SMD 2.07 -4.95 -2.26 -7.21 2.24 -10.07 -1.17 -11.24 2.46 -14.91 2.80 -12.11 2.84
IEFPCM 2.07 -2.58 0.62 -1.96 2.21 -5.04 -0.34 -5.38 2.36 -12.08 1.70 -10.38 2.61

a The electronic structure method used for these calculations is M05-2X/6-31G*. The IEFPCM/Gaussian 03 calculations use the UAHF
scheme for atomic and group radii. The ∆GEP term refers to the bulk electrostatic contribution to the free energy of solvation ∆Gs

�. The GCDS

term refers to the cavity dispersion solvent structure component as defined by SM8AD, SM8, and SMD, and it corresponds to the cavity
dispersion repulsion (GCDR) component as defined by IEFPCM/Gaussian 03. The quantity of µ refers to the dipole moment, in all cases the
calculated value is calculated from the electron density. Experimental values of the free energies of solvation and the gas-phase dipole
moments are taken from refs 59 and 111, respectively.
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locally modified version of Gaussian 03, in particular MN-
GSM.79 In all three cases we used the M05-2X/6-31G*
unpolarized gas-phase wave function to obtain the continuous
charge density for NPE calculations and to evaluate the CM4
class IV partial atomic charges17 based on the charge density
for GB calculations. The dielectric boundary was built to
precisely enclose a superposition of nuclear-centered spheres
with intrinsic Coulomb radii FZ, which depend only on the
atomic numbers of the atoms (Z). We tested two sets of the
FZ values corresponding to the SM8 radii18 and the van der
Waals radii of Bondi54 scaled by a factor of 1.2. The other
details of these calculations are given in footnotes to Table
17.

Table 17 indicates large differences among the polarization
energies calculated by GB/CF, GB/AD, and NPE for both
Na+@C60 and n-CH3(CH2)3NH3

+. In the case of a nearly
spherical molecule with the charge located near the center
of the sphere such as in Na+@C60, one might have expected
that the GB/CF and GB/AD methods should agree among
themselves and should agree well with the NPE. However,
this is not the case for Na+@C60 because there is some charge
transfer between the Na+ cation and the C60 shell, and the
transferred charge is located near the dielectric boundary

rather than in the center of the molecular cavity. The latter
circumstance makes the GB/CF approximation agree less
closely than GB/AD with IEFPCM. The GP value for
Na+@C60 varies from -33.5 (GB/CF) to -35.6 (GB/AD)
kcal/mol (with the SM8 radii used to construct the Na+@C60

electrostatic cavity), whereas for the situation in which all
the charge was localized on the Na atom, the value of GP

was found to be -33.7 kcal/mol. The former calculation,
with realistic charges, is labeled “delocalized” in Table 17,
and the latter is labeled “localized”. In fact, the GB/AD
approximation is expected to be more realistic than the
traditional GB/CF approach for almost any real solute other
than a monatomic system (in which case the two models
converge according to eq 4) because there is almost always
one or more charged groups or atoms in the solute molecule
that are exposed to the solvent, i.e., located near the dielectric
boundary.

One advantage of GB models is their lower computational
cost compared to that of the cost of NPE solvers. The use
of the GB/AD approximation instead of GB/CF allows one
to reproduce the NPE results more closely and extend the
applicability of generalized Born models to a wider class of
solutes with no additional cost.

6. Summary

We have presented a new self-consistent reaction field
universal continuum solvent model based on the GB/AD
approximation introduced by Grycuk.23 The new model is
called Solvation Model 8 with Asymmetric Descreening
(SM8AD). “Universal” denotes its applicability to solvation
in water or any nonaqueous solvent or liquid medium for
which a few key descriptors are known (in particular
dielectric constant, refractive index, bulk surface tension, and
acidity and basicity parameters). Water is treated as a special
solvent that is given its own set of model parameters. The
SM8AD model is applicable to any charged or uncharged
solute or supersolute. This model was parametrized over 26
combinations of electronic structure methods and basis sets
with the use of CM417 and CM4M class IV partial atomic
charges.48 Namely, we used nine density functionals (M05-
2X, M05, M06-2X, M06, M06-HF, M06-L, mPWPW,
mPW1PW, and B3LYP), the Hartree-Fock method, and
nine basis sets for which the charge models CM4 and CM4M
areavailable(MIDI!,MIDI!6D,6-31G*,6-31+G*,6-31+G**,
6-31G**, cc-pVDZ, DZVP, or 6-31B*).

The SM8AD model was tested against the earlier SM8
model based on the GB/CF approximation and the density-
based continuum solvent model SMD over a set of 2 892
solvation data, including 345 free energies of solvation for
neutral solutes in water, 2 072 free energies of solvation for
neutral solutes in 90 nonaqueous solvents, 143 transfer free
energies for neutral solutes between water and 15 organic
solvents, and 332 free energies of solvation for ions in
acetonitrile, dimethyl sulfoxide, methanol, and water. The
number of solvation energy calculations performed in this
testing totals to 75 192 for each of the three models. The
mean unsigned error averaged over 26 theoretical levels for
2 560 solvation data for neutral solutes is 0.6, 0.7, and 0.8
kcal/mol for SM8AD, SM8, and SMD, respectively. The

Table 17. Polarization Energies (kcal/mol) Calculated
using the GB/CF and GB/AD Approximations and the
Nonhomogeneous Poisson Equation for Bulk
Electrostaticsa

Coulomb radius GP

charge modelb H C N Na GB/CF GB/AD NPE

Na+@C60

delocalizedc 1.57 3.55 -33.5 -35.6 -37.0d

localizedc 1.57 3.55 -33.7 -33.7
delocalizede 2.04 3.55 -30.2 -32.2 -33.2
localizede 2.04 3.55 -30.5 -30.5

n-CH3(CH2)3NH3
+

delocalizedc 1.02 1.57 1.61 -71.0 -76.3 -81.9
localizedc 1.02 1.57 1.61 -92.4 -100.2
delocalizede 1.44 2.04 1.86 -58.9 -63.6 -62.7
localizede 1.44 2.04 1.86 -72.7 -79.2

a The electronic structure method used for these calculations is
M05-2X/6-31G*. The molecular geometry was optimized at the
mPW1PW/3-21G level for Na+@C60 and the mPW1PW/MIDI! level
for n-CH3(CH2)3NH3

+. b We used either the delocalized CM4
partial atomic charges on H, C, N, and Na obtained using the
unpolarized (gas-phase) wave function or the localized partial
atomic charges which were defined as follows: the Na atom in
Na+@C60 has a charge of +1, and each of the three hydrogen
atoms in the NH3 group in n-CH3(CH2)3NH3

+ has a charge of +1/
3, the charges on all other atoms in these molecules are assigned
to zero. c The electrostatic cavity was defined by superpositions of
the nuclear-centered spheres corresponding to the SM8 values of
intrinsic atomic Coulomb radii for H, C, and N, and the value of the
Na radius equal to the half of the largest C-C distance in
Na+@C60 unless noted otherwise. The Na radius was chosen in
the way to exclude the space inside of the C60 cavity from the
dielectric continuum. d The Na+@C60 cavity in this case was
approximated by a sphere centered on the Na atom with the
radius equal to 5.12 Å that is the half of the largest C-C distance
plus the SM8 radius for C. e The electrostatic cavity was defined
by superpositions of the nuclear-centered spheres corresponding
to 1.2 times the Bondi values of intrinsic atomic Coulomb radii for
H, C, and N and the value of the Na radius equal to the half of the
largest C-C distance in Na+@C60. The Na radius was chosen in a
way to exclude the space inside of the C60 cavity from the
dielectric continuum.
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mean unsigned error averaged over 26 theoretical levels for
332 free energies of solvation for ions is 4.0 (SM8AD), 4.4
(SM8), and 4.3 kcal/mol (SMD).
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Abstract: Coarse-grained molecular dynamics (CG-MD) may be applied as part of a multiscale
modeling approach to protein-protein interactions. The cohesin-dockerin interaction provides
a valuable test system for evaluation of the use of CG-MD, as structural (X-ray) data indicate
a dual binding mode for the cohesin-dockerin pair. CG-MD simulations (of 5 µs duration) of
the association of cohesin and dockerin identify two distinct binding modes, which resemble
those observed in X-ray structures. For each binding mode, ca. 80% of interfacial residues are
predicted correctly. Furthermore, each of the binding modes identified by CG-MD is conforma-
tionally stable when converted to an atomistic model and used as the basis of a conventional
atomistic MD simulation of duration 20 ns.

Introduction

Coarse-grained molecular dynamics (CG-MD) simulations
have been used in a number of simulation studies of lipid
bilayers and related systems.1-4 More recently they have
been extended with some success to simple membrane-
peptide and membrane-protein systems.5,6 The latter studies
have included simulations of protein-protein interactions
within membranes.7,8 It is therefore of interest to explore
whether such approaches can be applied to protein/protein
interactions outside of a membrane environment. This is of
relevance both in the context of computational studies
of protein docking in general9-11 and also in the context of
wishing to develop multiscale biomolecular simulations12-14

to study protein complexes.
The cohesin-dockerin system15 provides a good test case

for the application of CG-MD to protein-protein interactions,
as crystallographic studies indicate a degree of complexity
in the interaction, with the possibility of a dual binding
mode.16 This complex, which forms a key recognition
element of the cellulosome,17 provides a model system for
macromolecular assembly. Subunits within the larger com-
plex recognize each other through the interaction of type 1
dockerins and various cohesins. X-ray structures of the
cohesin-dockerin complex from Clostridium thermocellum15,16

suggest a role for plasticity in the protein-protein interaction.
Comparisons of two structures indicate that the complex can
be seen to bind in two modes, related to one another by a
∼180° rotation. The interactions defined in the crystal
structures are composed of both packing of hydrophobic
residues and of a hydrogen bonding network along two
R-helices (related by a pseudo-2-fold axis) on the dockerin
binding face.

Here we describe the application of CG-MD simulations
to the encounter and interactions between dockerin and
cohesin. These simulations are compared for the wild-type
protein and for a mutant of dockerin15,16 at the interaction
interface. The CG-MD simulations of dockerin/cohesin
encounter are also compared with those with simulations of
the intact complex as seen in the two X-ray structures. We
show that CG-MD is able to reproduce key aspects of the
interaction between these two proteins. We also explore the
conversion of a CG-MD generated model of the cohesin-
dockerin complex to an atomistic representation, exemplify-
ing a multiscale approach14 to simulation of protein-protein
interactions.

Methods

Coarse-Grained Simulations. Coarse-grain models of
proteins were generated from their X-ray structures using
procedures described previously6,18 using a modified version
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of procedure described by Marrink and colleagues.2 Briefly,
a 4:1 mapping of non-H atoms to coarse grain particles is
used. Interparticle interactions are modeled as Lennard-Jones
interactions between 4 classes of particles (2 of which are
divided into subtypes to reflect hydrogen bonding). Electro-
statics interactions are treated Coulombically. The protein
fold is maintained using an elastic network model19 with a
cutoff between backbone particles of 7 Å and a force constant
of 10 kJ mol-1 Å-2. Lennard-Jones interactions were shifted
to zero between 9 and 12 Å, and electrostatic interactions
were shifted to zero between 0 and 12 Å. CG simulations
were performed with GROMACS 3.3.1. (www.gromacs.
org).20

To perform a docking simulation the two binding partners
(cohesin and dockerin) in a cubic simulation box (length 100
Å) at a distance of 40 Å apart, equal to the sum of their
respective radii of gyrations multiplied by 1.2, plus the cutoff
distance for interactions. The proteins were randomly
oriented with respect to one another, and four separate
simulations were performed, each of duration 5 µs. The
system temperature was 348 K, maintained using a Ber-
endsen thermostat21 (τT ) 1 ps). Pressure was coupled with
a Berendsen barostat at 1 bar (τP ) 1 ps). Simulations of
the 1OHZ and 2CCL structures were performed from their
crystal structure with the same representation.

Atomistic Simulations. Following a CG simulation, 20
representative structures (based on cluster analysis) from the
last 0.5 µs in thesis of a trajectory were used along with the
initial X-ray structures of component proteins from 1OHZ
to generate 25 structures using MODELER (http://www.
salilab.org/modeller/).22 The resultant model structure of the
cohesin-dockerin complex was used as the starting point
for a conventional atomistic MD simulation using GRO-
MACS and the GROMOS96 force field.23 The structure was
solvated with SPC water (10,500 waters in a (70 Å)3

simulation box) and counterions, energy minimized for 100
steps (using the steepest descent algorithm), and equilibrated
by a 0.5 ns protein position-restrained) simulation followed
by a 20 ns unrestrained simulation. The temperature was 300
K and was coupled using a Berendsen thermostat (τT ) 0.1
ps). Long range electrostatic interactions were treated with
particle mesh Ewald.24 Analysis of simulations and visual-
ization used VMD.25

Results

Progress of CG-MD Simulations. Four sets of simula-
tions were performed, as summarized in Table 1. These
correspond to the wild-type (WT; PDB id 1OHZ) and mutant

(MUT; PDB id 2CCL) structures. Note that the mutant has
two changes of side chain (S45A, T46A) on the surface of
one of the interaction site helices (R3) of dockerin, resulting
in a change in the mode of interaction within the crystal
structure.16 For each of WT and MUT, simulations were
performed starting with either the two subunits separated (and
in random orientations relative to one another) or with the
two subunits in the complex found in their respective crystal
structure.

The start and end configurations of four 5 µs CG-MD
simulations of the WTdock cohesin-dockerin encounter are
shown in Figure 1. In each case the dockerin finds the same
‘site’ on the surface of the cohesin molecule. The cohesin
usually attaches to this site within 100 ns of simulation time,
and the final binding mode is achieved within ∼1 µs
(although it should be noted that the scaling of CG time to
real time is somewhat uncertain2,18). It is evident that in all
four simulations the same broadly defined ‘site’ on the
cohesin is occupied by the dockerin. This is the same site of
interaction as is seen in both of the X-ray structures (1OHZ
and 2CCL) which define the two binding modes of dockerin
on cohesin.16 Indeed in comparable simulations of the
encounter of cohesin with the mutated dockerin (MUTdock)

Table 1. Summary of Simulations

simulationa
protein coordinate

source starting configuration

WTdock 1OHZ subunits separated
WTX-ray 1OHZ crystal structure
MUTdock 2CCL subunits separated
MUTX-ray 2CCL crystal structure

a For each simulation setup, four individual simulations of
duration 5 µs were performed, differing in their initial random
velocities.

Figure 1. Progress of the four CG-MD simulations (WTdock)
of the cohesin-dockerin interaction. A Initial positions of
dockerin molecules (red; CR trace) relative to cohesin (blue;
surface). B Two perpendicular views of the final (5 µs)
positions of the four dockerin molecules (red; superimposed
structures, one from each simulation) relative to cohesin
(blue).
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the same interaction site is seen in the two simulations for
which a complex is formed within 5 µs (see below for further
details).

Comparison of surface electrostatic potentials (calculated
using APBS;26 Figure 2) from CG models of cohesin and
dockerin with those from the corresponding all atom
structures reveals that the coarse-graining does not qualita-
tively alter the overall pattern of protein surface electrostatics
between the AT and the CG model. The binding surface of
cohesin has a distinct region of negative potential, which
interacts with a complementary positive surface on dockerin.

The nature of the protein-protein interaction surface
yielded by the CG-MD docking can be examined in more
detail by calculation of the fraction of correct residues in
the interface (FIR - see Table 2 for details) and by
examination in more detail of the patterns of contact residues
(Figure 3).

The ‘correct’ residues for the cohesin-dockerin interface
can be defined using either the WT (1OHZ) or MUT (2CCL)
structures (which have very similar residues in their inter-
faces). Thus, for each simulation and protein two FIR values
can be defined (Table 1). It should be noted that when
evaluating FIR values for CG models the reduction in particle
number coupled with the increase in particle size in coarse-
graining requires a cutoff of 7.5 Å to be used, rather than a
more typical value of e.g. 5 Å used to evaluate inter-residue
contacts in an AT model (see Supporting Information, Figure
S1). From these it can be seen that scoring against either
X-ray structure, between 80% and 90% of the cohesin
interface residues are present in the CG-MD generated
structures from the WTdock simulations. For dockerin,
between ∼50% (scored against 2CCL) and ∼75% (scored
against 1OHZ) of the correct interfacial residues are present
in these CG-MD simulations. rmsd analyses and clustering
reinforces the identification of 2 distinct end points in the
simulations, resembling the two crystal conformations.

The patterns of interacting residues can be identified
through the course of the simulation via residue contact
‘fingerprints’ (Figure 3). Examination of these fingerprints
for the two X-ray structures (1OHZ and 2CCL) shows that
similar residues are involved in both modes of binding (but
see below). Examination of the time-dependent simulations
reveals some changes in the initial contact pattern over the
first 1-2 µs of a simulation, followed by a pattern of
interaction which remains constant until the end of the

Figure 2. Isopotential surfaces (contours at (3 kT, red )
negative, blue ) positive) from Poisson-Boltzmann electro-
statics calculations (using APBS26) for atomistic (AT) and
coarse-grained (CG) models of cohesin. A CR trace repre-
sentation of the cohesin/dockerin complex (1OHZ) in ap-
proximately the same orientation is shown for reference.

Table 2. Fraction of Residues in the Interface for WTdock

Simulationsa

FIR
comparison

structure protein Sim1 Sim2 Sim3 Sim4 mean (SD)

1OHZ cohesin 0.85 0.87 0.87 0.90 0.87 (0.02)
dockerin 0.57 0.84 0.61 0.86 0.72 (0.15)

2CCL cohesin 0.76 0.76 0.74 0.80 0.77 (0.03)
dockerin 0.51 0.35 0.50 0.38 0.44 (0.08)

a FIR ) (number of correct residues in interface)/(total number
of residues in interface). The values given are averages over the
last microsecond of each simulation. Residues within the interface
are defined using a cutoff distance between partner proteins of 7.5
Å. The ‘correct’ residues are scored according to either the 1OHZ
or 2CCL structures of the cohesin-dockerin interface.

Figure 3. Fingerprint analysis of the time dependence of the
cohesin-dockerin contacts a function of time for the WTdock

simulations. Blues are closer contacts, reds more distant. The
corresponding fingerprints of the contacts in the two crystal
structures (1OHZ and 2CLL) are given to the left of the time
dependent fingerprints of the four CG-MD simulations. (In-
teraction fingerprints are calculated from the shortest distance
between a residue in one binding protein and any residue in
its partner. This is plotted against time for each simulation.)
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simulation. The final patterns are similar for the four WTdock

simulations (and in particular the main contacts are for the R1
and R3 helices of dockerin) and in turn resemble those in the
two X-ray structures. The MUTdock simulations match the two
X-ray structures in two of the four simulations, in one simulation
matching the 2CCL structure better than in any of the WTdock

simulations (as revealed by the rmsd values, see Supporting
Information, Figure S3B). The other two MUTdock simulations
yielded non-native binding interactions.

Two Interaction Modes. Visualization of the structure
yielded by CG-MD WTdock reveals a complication. There
are two distinct orientations of the dockerin molecule while
interacting with the same site on the cohesin. These cor-
respond to an ∼180° rotation of the dockerin relative to
cohesin about an axis normal to the protein-protein interface
(compare Figure 4A and B). This can be compared to the
two X-ray structures (1OHZ and 2CCL) which are related
by a similar transformation, reflecting the approximate 2-fold
symmetry of the structure of dockerin, which relates helices
R1 and R3, i.e. the two helices which interact with the
cohesin binding site. Again, simple visualization suggests
that the CG-MD structures can be classified as either 1OHZ-
like (Sim1 and Sim3, Figure 5A) or 2CCL-like (Sim2 and
Sim4, Figure 5B) in terms of the orientation of the dockerin
relative to the cohesin, even though both modeled (and
indeed X-ray) complexes share the same interfacial residues.
Interestingly, in the two mutant simulations (MUTdock) which
yielded complexes, Sim4 gave a 1OHZ-like structure and
Sim1 a 2CCL-like structure, whereas the remaining pair gave
non-native docks (see Supporting Information, Figure S3).

This can be seen more clearly if one focuses on just the
R1 and R3 interaction helices of dockerin (Figure 6).
Comparison of e.g. the end structures of simulations WTdock

Sim1 and Sim2 reveals two different orientations of R1 and
R3 on the cohesin binding site. This closely mirrors the
similar two orientations seen in the wild-type (1OHZ) and
mutant (S45A-T46A, in R3; 2CCL) structures. Thus it would
seem that not only is CG-MD able to predict the correct
binding interface for the cohesin-dockerin interaction but
also is able to reproduce the dual binding mode revealed by
comparison of a wild-type and mutant crystal structure.

Figure 4. Identification of alternative models of interactions.
Orthogonal views of the cohesin (blue)-dockerin (red) com-
plex from A CG-MD WTdock Sim1, B CG-MD WTdock Sim2,
and C X-ray structure 1OHZ. In A the ∼180° rotation about
an axis perpendicular to the protein-protein interface which
relates a 1OHZ-like to a 2CCL-like complex is indicated.

Figure 5. Comparison with X-ray structures. For each of the
four WTdock self-assembly simulations, CR RMSDs are evalu-
ated relative to the two crystal structures, namely A 2CCL
and B 1OHZ. From this it can be seen that Sim1 and Sim3
yield structures close to 1OHZ, while Sim2 and Sim4 yield
structures closer to 2CCL.

Figure 6. A Final (5 µs) structure of the cohesin (blue)-
dockerin (red) complex from CG-MD simulations WTdock Sim1
and Sim2, showing the CR trace of the complete cohesin
domain but just the two interaction helices (R1 and R3) of the
dockerin domain.. The directions of the two interaction helices
are shown by green arrows. B Equivalent diagrams for the
1OHZ and 2CCL X-ray structures of the complex.
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This may be analyzed in more detail via calculation of
the CR particle root-mean-square deviations (RMSDs) for
the WTdock simulations relative to the two possible structures
of the complex (i.e., 1OHZ and 2CCL; Figure 5). Those
simulations (Sim1 and Sim3) which converge to a 1OHZ-
like structure are within 5 Å of the original 1OHZ crystal
structure. They also give mean FNAT values of 0.21 and 0.26
over the last microsecond (compared to the Sim2 and Sim4,
which give 0.07; all calculated with a 7.5 Å cutoff). This is
comparable to the drift from this structure seen in the
1OHZXray simulation (see Supporting InformationFigure S2),
which corresponds to the drift observed in simulations
starting from the crystal structure. Likewise, the rmsd of the
2CCL-like structures is also similar to that observed in the
2CCLXray simulations. In addition, cluster analysis supports
the convergence of Sim1 and Sim3 to a 1OHZ-like common
structure and of Sim2 and Sim4 to a 2CCL-like common
structure (data not shown).

Atomistic MD Simulations. In order to facilitate further
comparison with the X-ray structures, and also to explore
the (short time scale) conformational stability of the model
complexes generated by CG-MD, the latter were converted
to atomistic models and used as the starting point for short
(20 ns) conventional MD simulations. Two CG complexes
were used as the starting point for AT-MD simulations. One
(from WTdock Sim1) was a 1OHZ-like complex; the other
(from WTdock Sim2) was a 2CCL-like complex, as discussed
above. We note that AT simulations have been used
previously to refine and explore flexible docking of proteins
and that in these studies some rearrangements in protein-
protein interactions were seen on a nanosecond time scale.27

However, we realize that large scale rearrangements of
docked structures are unlikely to occur on a 20 ns time scale.
Thus, the AT-MD simulations largely serve to ‘relax’ the
CG-MD generated models.

The individual proteins were conformationally stable (over
20 ns) in both AT-MD simulations. Thus, for the Sim1
complex, the CR RMSDs of the individual proteins are ∼2
Å for the cohesin and ∼3 Å for the dockerin (Figure 7A).
Similar behavior is observed for the Sim2 derived structure.
Furthermore, the two Ca2+ ions bound by the EF hands of
the dockerin remained stably bound over the course of the
20 ns. (Note that these ions were not modeled explicitly in
the CG representation). Thus, the individual proteins remain
conformationally stable after the CG to AT conversion.

It is also of interest to examine the energetic relaxation
(Figure 7B) of the complex over the course of the AT-MD
simulation. From this analysis it can be seen that, as
anticipated, there is a fast initial relaxation (over ∼2 ns),
but no further major changes. This suggests ‘local’ relaxation
of the CG-generated model but no substantial changes in
conformation over the course of the AT-MD simulation.

By comparing the CR rmsd of the model complex vs the
two X-ray structures (Figure 7C) it can be seen that the
structure of the complex from Sim1 compares well with
the 1OHZ X-ray structure, with an overall CR rmsd of ∼3
Å. This does not change significantly over the course of the
AT-MD simulation and is within the drift typically observed
in atomistic simulations from crystal structures. By way of

comparison, the rmsd vs 2CCL is ∼9 Å, supporting our
classification of Sim1 having yielded a 1OHZ-like complex.
For Sim2 the rmsd vs 1OHZ is 8 Å and that vs 2CCL is ∼6
Å. Again there is little change over the course of 20 ns AT-
MD. Thus, we may conclude that although conversion to
atomistic resolution and subsequent MD simulation allows
some local relaxation of the proteins and there interface, as
one might expect no substantial changes are seen on this
relatively short time scale.

One may also analyze the AT-MD simulations via the
metrics used in e.g. the CAPRI protein docking assessment.9

FNAT is defined as the (number of correct contacts)/(number
of contacts in the crystal) assessed using a 5 Å cutoff. For
the AT-MD simulation based on Sim1 FNAT (compared to
1OHZ) is ∼0.25. The FIR values are essentially unchanged
from the CG-MD simulations. Thus, CG-MD has generated

Figure 7. Atomistic simulation of the cohesin-dockerin
complex generated from CG-MD WTdock Sim1. A CR RMSDs
relative to starting model for cohesin and dockerin separately
(fitted on cohesin). B Potential energy of interaction vs time.
C CR RMSDs of the complete complex vs the two X-ray
structures vs time.
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an acceptable structure of the 1OHZ-like complex. For Sim2
the comparison is not as promising - its FNAT is <0.1
(compared to 2CCL), and the FIR values are again the same
as in the CG-MD model. However, one should remember
that the 2CCL X-ray structure is of a mutant rather than wild-
type protein.

Discussion

In this study we demonstrate the application of CG-MD to
a complex protein-protein interaction problem involving a
dual binding mode of the two proteins. Within the limitations
of a CG representation, the approach is successful in
revealing both binding modes16,28 of the cohesin-dockerin
complex.

A multiscale approach (in which the CG model of the
complex was converted to an atomistic model) confirmed
the conformational stability of the resultant complex, albeit
in relatively short time scale MD simulations. This multiscale
strategy has some potential for modeling protein-protein
interactions. The CG model allows protein flexibility to be
addressed efficiently, while conversion to an atomistic model
enables validation and refinement of the resultant structures.
Further exploration of this method with a wider set of test
cases (Hall and Sansom, unpublished results) will enable
refinement of the approach e.g. via refinement of CG models
for proteins.29

It is of interest that CG-MD predicted the 1OHZ binding
mode better than the 2CCL mode. However, we note that in
the experimental studies a mutation of key interaction
residues (S45A-T46A, in the R3 helix of dockerin) was
required to promote the 2CCL binding mode. In particular,
the 2CCL-like structure yielded by CG-MD is to be related
to the (mutant) crystal structure by a ∼10 Å translation. Of
course, the crystal structure also represents the protein
complex at a temperature of 110 K, and it is possible that
the interaction is more plastic in the wild-type under
physiological conditions. However, a similar orientation has
been observed in the 2CCL-like mode seen in the A47S/
F48T mutant of the Cl. cellulolyticum (PDB id 2 VN5)
cohesin-dockerin complex.28 CG-MD simulations of the
2CCL crystal structure (MUTXray) do indicate a somewhat
‘softer’ interface for the S45A, T46A dockerin mutant,
clustering less clearly than the WTX-ray simulation and drifting
further away from the crystal structure (see Supporting
Information, Figure S2).

Protein-protein interactions in general, and the cohesin-
dockerin interaction in particular, have been studied using a
wide range of computational approaches to protein-protein
docking (see refs 10 and 11 for recent reviews), and indeed
the 1OHZ cohesin-dockerin complex was used in the
CAPRI (round 4) assessment of protein docking (http://www.
ebi.ac.uk/msd-srv/capri/capri.html) both as a direct protein-
protein dock (T12) and as dock between the experimental
cohesin structure and a homology model of dockerin (T12).10

Our results compare favorably with those of a number of
protein docking algorithms applied to 1OHZ in round 4 of
CAPRI, including ZDOCK,30 Hex,31 and HADDOCK.32

Thus ZDOCK yielded a FIR of 0.84 and HADDOCK of
∼0.8 compared to ∼0.8 for CG-MD (see above). Interest-

ingly, it was noted for e.g. HADDOCK that several predicted
docks were for a ∼180° rotated (i.e., 2CCL-like) interaction
of the two proteins. Scoring of these docking methods against
the 2CCL interaction mode have not been reported.

In summary, we have described CG-MD as an extension
of the use of MD simulations for docking (e.g., refs 27 and
33), related to a number of other coarse-grained approaches
to study protein-protein interactions (e.g., refs 34 and 35).
It will be of interest to further develop the multiscale
approach applied here to the cohesin-dockerin interaction
to a range of other protein-protein interactions, perhaps by
combining high throughput approaches (to improve sam-
pling) with treatment of the initial protein-protein encounter
by e.g. Brownian dynamics simulation36 followed by CG-
and AT-MD.
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Abstract: Retinitis pigmentosa (RP) refers to a group of debilitating, hereditary disorders that
cause severe visual impairment in as many as 1.5 million patients worldwide. Rhodopsin
mutations account for >25% of the autosomal dominant form of the disease (ADRP). Forty
artificial and ADRP-associated mutations located in the second extracellular loop (EL2) that
folds into a twisted �-hairpin were screened through replica exchange molecular dynamics
(REMD) simulations using the FACTS implicit solvent model. According to in vitro experiments,
ADRP-linked mutants fail to express at the plasma membrane and/or to reconstitute with 11-
cis-retinal, indicative of variable defects in protein folding and/or stability. The computational
protocol was first probed on the protein G C-terminal �-hairpin, proving the effectiveness of the
implicit solvent model in reproducing the free energy landscape of �-hairpin formation. Eight
out of the 40 EL2 mutants resulted in misfolding effects on the native �-hairpin structure,
consistent with in vitro evidence that they all share severe impairments in folding/expression.
Five mutants displayed moderate misfolding attitudes, whereas the remaining 27 mutants, overall
characterized by milder effects on rhodopsin expression, did not perturb significantly the
conformational behavior of the native �-hairpin but are expected to exert variably disturbing
effects on the native interactions of the loop with the chromophore and/or the surrounding receptor
domains. Collectively, the results of this study add structural insight to the poorly resolved
biochemical behavior of selected class II ADRP mutations, a fundamental step toward an
understanding of the atomistic causes of the disease.

1. Introduction

Retinitis pigmentosa (RP) is a group of hereditary human
diseases that are characterized by progressive retinal degen-
eration due to death of the rod photoreceptor cells, the
vertebrate photoreceptors dedicated to dim light vision.1-3

Patients affected by RP display nyctalopia (night blindness),
progressive loss of peripheral and, eventually, central vision
and the characteristic accumulation of intraretinal pigment
deposits, from which the disease gets its name. Despite the
high genetic heterogeneity of the RP syndrome, over 120

point mutations have been discovered in the gene of
rhodopsin, the visual pigment molecule of rod cells that
generates a detectable electrical response following light
capture.4 Although some of the rhodopsin mutations cause
autosomal recessive retinitis pigmentosa (ARRP), the vast
majority cause the autosomal dominant form (ADRP) of the
pathology (collected in part in the rhodopsin mutation
database at http://www.retina-international.com/sci-news/
rhomut.htm).1-3

Rhodopsin, the cornerstone of family A of G protein
coupled receptors (GPCRs),5 is a transmembrane receptor
protein expressed in the retina and composed of a protein
(opsin) and a chromophore. Opsin is an up-and-down bundle
of seven transmembrane (TM) helices linked to three
intracellular (IL) and three extracellular (EL) loops as well
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as to an extracellular N-term and an intracellular C-term.6

In the dark, inactive state of rhodopsin, the chromophore is
11-cis-retinal, forming a Schiff base with K296 in H7 (“H”
stands for helix). Absorption of a photon provides rhodopsin
with the energy to form the active state. Three phases of the
activation process can be distinguished: (1) light-induced
cis-trans isomerization of the retinal, (2) thermal relaxation
of the retinal-protein complex, and (3) the late equilibria
that are affected by the interaction of rhodopsin with the G
protein.7,8 The latter state, metarhodopsin II (Meta II or MII),
is in equilibrium with Meta I (MI), which derives from the
lumirhodopsin state (LUMI) following a shift of the proto-
nated Schiff base (PSB) from the counterion E113 (in H3)
to E181 (in EL2).7,9

The spectrum of biochemical and cellular properties of
rhodopsin mutations associated with ADRP is quite wide
and includes six different classes.1-3

ADRP rhodopsin mutations are essentially located in the
N-term, EL1, EL2, and the seven-helix bundle. With respect
to the extracellular domains, pathogenic mutations concen-
trate essentially in EL2 (i.e., the S176-T198 sequence), which
contains a highly stable twisted �-hairpin that lays alongside
the retinal chromophore. Very recent solid-state NMR
determinations support the high stability of this rhodopsin
segment that seems to change position, rather than conforma-
tion, following photoactivation of the pigment.10 Moreover,
five out of the nine amino acid residues predicted to
participate in the stability core of rhodopsin by either one

or two different computational methods,11 i.e., R177(1),
P180(4), Q184(8), C185(9), S186(10), and C187(11) (each amino
acid in the peptide is labeled by two numbers; the first
number is the sequential one, whereas the number in
parentheses indicates the position of the amino acid residue
in the 14-residue �-hairpin), belong to EL2, thus emphasizing
the fundamental role of this loop in rhodopsin folding.11

This study is part of an ambitious project aimed at
structurally characterizing, through molecular simulations,
the majority of spontaneous rhodopsin mutations. Within this
project, computational protocols are defined ad hoc on the
basis of the structural localization and the biochemical
classification, if any, of each mutation. In this respect, the
40 mutations considered in this study lay in the �-hairpin
portion of EL2 and comprise 15 ADRP mutants, the majority
of which falls in the biochemical class II, as they fail to
express at the plasma membrane and/or to reconstitute with
11-cis-retinal, indicative of variable defects in protein folding
and/or stability (Tables 1 and 2 and references therein) The
simulated mutants include also all the 19 possible substitu-
tions of E181(5), comprising one ADRP mutation (i.e.,
E181K) (Table 2).

The effects of the 40 natural and artificial mutations on
the structural stability of rhodopsin EL2 were, therefore,
studied through parallel replica exchange molecular dynamics
(REMD) simulations using the FACTS (fast analytical
continuum treatment of solvation) implicit solvent model
implemented in the CHARMM biomolecular simulation

Table 1. Computational and in Vitro-Determined Indices Concerning Spontaneous and Artificial Mutants of Rhodopsin EL2

mutanta D&Kb(%) P&Rc(%) Sutd(%) HB1-4avg
e rmsdf El2 misfoldingg foldh exprj retinali refk

WT 77.44 88.66
R177C* 58.80 44.46 44.79l 44.79 53.76 +++ nd nd no 18
R177K 63.19 53.33 59.79 59.79 69.46 + ≈ ≈ ≈ 18
R177Q* 52.40 53.46 52.39 52.40 57.48 ++ ≈ ≈ ≈ 18
Y178CADRP 74.16 72.14 57.29 72.14 86.49 - nd no no 37, 38
Y178NADRP 70.92 62.49 64.81 64.81 80.49 + nd nd nd 39
P180AADRP 38.70 34.32 +++ no nd nd 40
G182SADRP 70.35 71.76 65.73 70.35 81.82 - nd - nd 41, 42
Q184PADRP 67.97 78.49 + nd nd nd 43
C185S 66.44 79.25 66.29 66.44 78.69 + ≈ ≈ ≈ 44, 45
S186P*ADRP 52.54 61.88 ++ nd no no 38, 41
S186W*ADRP 76.46 53.16 74.50 74.50 90.98 + nd nd nd 46
C187A 67.55 81.22 + - nd - 45
C187YADRP 71.59 70.02 73.99 71.59 92.09 - nd nd no 45
G188EADRP 70.05 67.79 65.57 67.79 80.43 + nd - nd 41
G188R**ADRP 72.53 74.77 72.83 72.83 88.22 + no no no 38, 40, 41, 47
D190A*ADRP 43.95 51.4 +++ - nd - 18, 47, 48
D190C 51.72 45.60 45.60 53.68 +++ nd nd no 18
D190E 77.72 80.14 75.38 77.72 89.55 - nd nd no 18
D190G*ADRP 40.88 49.03 +++ nd no no 18, 37
D190N*ADRP 60.09 56.79 45.35 56.79 68.64 ++ ≈ ≈ ≈ 18, 38
D190Y*ADRP - 43.11 53.26 43.11 50.73 +++ nd no no 18, 38

a Spontaneous (ADRP) and artificial mutants of rhodopsin EL2. A single asterisk means that the energy of the folded state is about 0.5
RT units higher than that of the wild type, whereas double asterisks mean that the lowest energy basin is shifted in between two and three
interstrand H-bonds. b Average interstrand H-bond probability (HB1-4avg) derived from simulation on the mutated side chain rotamer from
the D&K library.29 c HB1-4avg index derived from simulation on the mutated side chain rotamer from the P&R library.30 d HB1-4avg index
derived from simulation on the mutated side chain rotamer from the Sut library.31 e Selected HB1-4avg index. f Fraction of native-like
structures, i.e., those characterized by a CR-rmsd e2 Å from the native structure. g Predicted misfolding effect, based upon REMD
simulations. In detail, the symbols “+++”, “++”, “+”, and “-” stand, respectively, for misfolding, moderately misfolding, low misfolding, and
non-misfolding. h Preservation of the native fold by mutation, according to in vitro experiments. The symbols “no”, “-”, “≈”, and “nd” stand,
respectively, for unfolded, misfolded, folded like the wild type, and not determined. i Maintenance of the native expression by mutation. The
symbols “no”, “-”, “≈”, and “nd” stand, respectively, for not expressed, expressed lower than the wild type, expressed like the wild type, and
not determined. j Preservation of the native retinal binding ability by mutation. The symbols “no”, “-”, “≈”, and “nd” stand, respectively, for
no binding, lower binding than the wild type, wild type-like binding, and not determined. k Source of information concerning in vitro data. l In
bold are the HB1-4avg indices selected as the closest to the average value from three independent simulations.
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package.12 The computational protocol was first probed and
optimized on the protein G C-terminal amino acid peptide,
which is known to fold into a stable 4:4 type �-hairpin and
has been widely used as a model system to test REMD-
based folding protocols.13-17

This study describes the strategy employed to individuate
and differentiate EL2 rhodopsin mutations that would affect
the intrinsic stability of the native �-hairpin from mutations
expected to variably impair native contacts between the loop
and the surrounding receptor domains.

2. Computational Details

2.1. Structural Analysis of EL2 and Its Mutation
Sites. EL2 of rhodopsin (i.e., the S176-T198 sequence) folds
into a highly stable twisted �-hairpin (i.e., the 177RYIPEG-
MQCSCGID190 sequence) that makes extensive contacts with
the other extracellular domains, on one side, and with the
retinal chromophore, on the other one (Figure 1). In
particular, it forms a four-stranded �-sheet with the N-
terminal tail of the receptor protein, thus making a plug that
shields the chromophore from the extracellular (intradiscal)
solvent.6 A cysteine residue from this loop, C187(11), is
engaged in a disulfide bridge with C110 on the N-terminal
end of H3, thus contributing to the stability of rhodopsin.
The turn of the EL2 �-hairpin corresponds to the 182GMQC185

amino acid stretch, whereas the N-terminal and C-terminal
strands are, respectively, made by the 178YIPE181 and
186SCGI189 amino acids stretches. The EL2 amino acids
directly involved in interactions with retinal belong to the

C-terminal strand and include only S186(10), G188(12), and
I189(13). In folded rhodopsin, R177(1) and D190(14), the first
and last amino acids in the �-hairpin, respectively, are
involved in a salt bridge interaction expected to contribute
to the stability of the loop.18

The 40 EL2 mutations screened in this study comprise 15
ADRP-linked and 25 artificial mutations (Tables 1 and 2).
The ADRP-linked mutations concern nonconservative muta-
tions of Y178(2) in cysteine and asparagine, P180(4) in alanine,
E181(5) in lysine, G182(6) in serine, Q184(8) in proline, S186(10)

in proline and tryptophan, C187(11) in tyrosine, G188(12) in
glutamate and arginine, and D190(14) in glycine, asparagine,
and tyrosine (Tables 1 and 2), which represent the majority
of the amino acids of the EL2 �-hairpin. In contrast, the 25
artificial mutations include cysteine, lysine, and glutamine
substitutions for R177(1), serine substitution for C185(9), and
18 different amino acid substitutions for E181(5) (i.e., all the
possible natural amino acid substitutions except for the
ADRP-linked lysine substitution). The E181(5) amino acid
residue, which points toward the center of the retinal polyene
chain, is, indeed, the most investigated residue in the loop.
Photochemistry studies indicated the involvement of such
amino acid in the counterion switch during the photoacti-
vation of rhodopsin.9 In fact, according to earlier studies,
such a switch was suggested to occur by the proton transfer
from E181(5), protonated in the dark state, to E113 (in H3),
through an evolving H-bond (HB) network formed primarily
with residues of EL2.9 In fact, in the crystal structures of
dark rhodopsin,19 as well as of the BATHO and LUMI

Table 2. Computational and in Vitro-Determined Indices Concerning Spontaneous and Artificial Mutants of Rhodopsin E181

mutanta D&Kc(%) P&Rd(%) Sute(%) HB1-4avg
f rmsdg(%)

EL2
misfoldingi expr.j(%)

λmax
j

dark (nm)
λmax

k

light (nm) HAl react (min)
MIIm half-life

(min)

WT 77.44 88.66 100 501 382 5440 ( 170 12.5 ( 0.5
E181A* 66.37 80.82 + 30-50 499 386 60.1 ( 4.0 17.3 ( 0.7
E181C 72.68 70.70n 66.97 70.70 80.41 - 30-50 499 383 21.7 ( 2.0 16.7 ( 0.5
E181D 47.50 56.27 60.76 56.27 61.09 + >50 497 383 1733 ( 357 7.7 ( 0.2
E181F 58.29 78.98 72.45 72.45 81.52 - 30-50 501 375 8.4 ( 0.4 52 ( 18
E181G* 42.74 43.84 +++ 30-50 500 384 20.1 ( 4.3 6.5 ( 0.1
E181H* 62.35 67.33 58.65 62.35 76.17 + 30-50 497 388 24.7 ( 5.0 10 ( 2.0
E181I 76.99 75.19 79.09 76.99 86.99 - 30-50 501 384 1.8 ( 0.2 9.0
E181K*b

ADRP 45.97 70.70 70.28 70.28 82.54 + <20 nd nd nd nd
E181L* 70.85 70.37 63.26 70.37 81.47 + 30-50 502 384 nd 9.6 ( 0.9
E181M 54.19 73.94 75.28 73.94 86.24 - >50 500 383 5.0 ( 0.6 15.4 ( 0.7
E181N 65.91 54.07 71.38 65.91 76.63 + 30-50 500 384 25.1 ( 3.0 11.0 ( 1.0
E181P**b 43.11 52.07 +++ <20 nd nd nd nd
E181Q 65.89 74.41 77.90 74.41 90.13 - >50 508/5 386 280 ( 9.0 5.2 ( 0.2
E181R*b 65.42 65.13 63.18 65.13 77.41 + <20 nd nd nd nd
E181S* 53.33 54.53 55.26 54.53 64.12 ++ 30-50 500 383 23.3 ( 1.7 13.0 ( 0.1
E181T* 42.77 51.22 68.86 51.22 62.73 ++ 30-50 502 383 6.0 ( 0.6 17.3 ( 0.7
E181 V 68.88 61.43 61.99 61.99 73.34 + 30-50 489 383 5.7 ( 0.7 12.0 ( 0.5
E181W 60.61 61.93 74.25 61.93 68.97 + 30-50 502 376 111 ( 4.0 27.5 ( 1.0
E181Y* 65.62 73.27 73.50 73.27 91.61 + 30-50 501 392 9.8 ( 0.8 6.9 ( 0.1

a Spontaneus (ADRP) and artificial mutants of E181.36,41,49 A single asterisk means that the energy of the folded state is about 0.5 RT
units higher than that of the wild type, whereas double asterisks mean that the lowest energy basin is shifted in between two and three
interstrand H-bonds. b Mutant did not bind 11-cis-retinal to form a stable pigment.36 c Average interstrand H-bond probability (HB1-4avg)
derived from simulation on the mutated side chain rotamer from the D&K library.29 d HB1-4avg index derived from simulation on the mutated
side chain rotamer from the P&R library.30 e HB1-4avg index derived from simulation on the mutated side chain rotamer from the Sut
library.31 f Selected HB1-4avg index. g Fraction of native-like structures, i.e. those characterized by a CR-rmsd e2 Å from the native
structure. h Predicted misfolding effect, based upon REMD simulations. In detail, the symbols “+++”, “++”, “+”, and “-” stand, respectively,
for misfolding, moderately misfolding, low misfolding, and non-misfolding. i Level of expression compared to the wild type; “nd” stands for
not determined.36 j Absorbance wavelength in the dark; “nd” stands for not determined.36 k Absorbance wavelength upon illumination; “nd”
stands for not determined.36 l Rates of reaction with hydroxylamine; “nd” stands for not determined.36 m MII decay rates; “nd” stands for not
determined.36 n In bold is the representative trajectory of each mutant that was selected to produce HB1-4avg values closest to the average
value from the three independent simulations.
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photointermediates,20,21 this anionic amino acid is hydrogen
bonded to both Y192 (in EL2) and Y268 (in H6) and is also
involved in a water-mediated HB with both S186(10) and
E113 (in H3) (Figure 1). More recent studies suggest that a
change of the PSB counterion from the dark state to MI
would not necessarily require a proton transfer.22

Collectively, the structural analysis of the EL2 �-hairpin
in the context of folded rhodopsin in its dark state shows
that seven of the spontaneous or artificial mutation sites
considered in this study, R177(1), P180(4), G182(6), Q184(8),
C185(9), S186(10), and C187(11), belong to the extracellular-TM
interface of the retinal binding pocket or to the interface
between EL2 and the surrounding domains.

2.2. REMD Simulation Setup: The GB1 Model Sys-
tem. The computational protocol was set on the �-hairpin
from the C terminus (i.e., G44-E56 segment) of Streptococcal
protein G (PDB code 2gb1, i.e., ACE-41GEWTYDDATK-
TFTVTE56-NME, herein named as GB1), patched with
acethyl and methyl-amino groups at the N- and C-terminals.
The finally selected setup consists of REMD simulations by
means of the CHARMM force field (in all-atom mode),23

using the FACTS implicit solvent model.12 REMD simula-
tions were carried out using an in-house developed program
that calls internally the CHARMM package.24,25 The algo-
rithm is implemented in C language with the use of the
message-passage-interface (MPI) libraries.

A total of 20 replicas were simulated by Langevin
dynamics with a friction coefficient of 5.0 ps-1 and temper-

ature values spanning the interval from 270 to 690 K (270,
283, 298, 313, 328, 345, 363, 381, 400, 421, 442, 465, 488,
513, 539, 566, 594, 625, 656, and 690 K). Each replica was
thermalized at its respective temperature for 20 ps with a
time step of 2 fs. REMD sampling was carried out for a
total of 5 ns using a time step of 2 fs. Transitions between
adjacent temperatures were attempted every 0.2 ps and
protein configurations were saved every 0.4 ps, giving a total
of 0.25 million configurations. This setup was selected
following a significant number of trials. The latter included
tests of (a) an alternative implicit solvation model, i.e.,
GBSW;26 (b) a number of different temperature sets; (c)
longer REMD sampling, i.e., 10 and 20 ns; (d) more frequent
coordinate saving, i.e., every 0.2, 0.1, and 0.05 ps; and (e)
different friction coefficients, i.e., 2.0, 1.0, and 0.5 ps-1.

Both the charged and neutral form of the peptide, i.e.
protonated at E42, D46, and E56, were considered, leading
to 256 and 259 atoms per replica, respectively. The results
of simulations on the neutral and charged peptide are
comparable, although the ones on the neutral forms are more
realistic. Therefore, the results herein presented refer to
simulations on the neutralized peptide.

The selected REMD setup is the best compromise between
speed of simulation and consistency with NMR determina-
tions as well as explicit water simulations.14 In this respect,
prolonging REMD simulations from 5 to 20 ns did not
change significantly the distribution of conformational states.
In fact, the average fraction of native contacts at 313 K
following 5, 10, and 20 ns REMD simulations are, respec-
tively, 67.2, 68.1, and 68.0. Thus, selection privileged the
shortest simulation time. Similarly, denser sampling did not
change the outcome. In fact, coordinate saving every 0.4,
0.2, 0.1, and 0.05 ps led, respectively, to 67.2, 68.5, 68.5,
and 68.5 fractions of native contacts. On the same line,
friction coefficients did not affect the outcome of simulations.
Indeed, simulations at friction coefficients equal to 0.1, 0.5,
1.0, 2.0, and 5.0 ps-1 resulted, respectively, in 67.8, 63.7,
65.1, 68.6, and 67.2 fractions of native contacts. Final
selection concerned a friction coefficient of 5 ps-1, as it was
closer than the others to the viscosity of water (10 ps-1 < γ
< 100 ps-1) although still in the low viscosity regime.27

As native contacts stabilizing the GB1 peptide during
trajectory analysis we took the following 26 pairs, by
considering a distance cutoff of 7.6 Å between the side chain
geometric centers, according to previous reports:28 4-5, 5-6,
8-9, 15-16, 1-3, 2-4, 3-5, 4-6, 5-7, 6-8, 9-11,
11-13, 12-14, 13-15, 6-9, 7-10, 6-11, 5-11, 4-11,
5-12, 5-13, 3-12, 4-13, 2-13, 3-14 and 2-15.

2.3. REMD Simulation Setup: The Rhodopsin EL2.
The computational protocol set on the GB1 peptide was then
extended to the EL2 �-hairpin of rhodopsin, a 14 amino acid
peptide from R177(1) to D190(14) extracted from the crystal
structure of dark rhodopsin (PDB code 1U19)19 and patched
with acethyl and methyl-amino groups at the N- and
C-terminals, respectively. Comparative REMD simulations
were carried out on the wild type and on 40 mutated forms
(Tables 1 and 2). The wild type was simulated both in the
charged and neutral states, i.e., carrying E181(5) in its
protonated form. Controversial data support both protonation

Figure 1. Drawing of the retinal and the EL2 �-hairpin
extracted from the 1U19 crystal structure of dark rhodopsin.
The retinal chromophore in its 11-cis conformation linked to
K296 as a Schiff base is drawn as sticks. The retinal is black,
the covalently bound K296 is green, and the EL2 cyan. The
side chains of the �-hairpin amino acids targeted by in silico
mutagenesis are represented as sticks. In this respect, the
positions of G182 and G188 are indicated by two spheres
positioned on the CR-atoms. Drawings were done by means of
PyMOL 0.99 (http://pymol.sourceforge.net/).
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and deprotonation of E181(5) in the dark state, whereas the
deprotonated (charged) form would characterize the active
states starting from MI.9,22 The results shown in this study
refer to simulations with protonated E181(5).

For wild type EL2, the total number of atoms per replica
was 218. For each replacing amino acid, three different input
rotamers were subjected to REMD simulations. These
starting conformations were assigned according to the
Dunbrack and Karplus (D&K),29 Ponder and Richards
(P&R),30 and Sutcliffe (Sut)31 rotamer libraries.

The transition acceptance ratio was around 45%.
2.4. REMD Simulation Analyses. For both GB1 and EL2

�-hairpins, the energy landscape or potential of mean force
(PMF) was calculated from the normalized population
densities as previously described15

where P(X1, X2) is the normalized probability as a function
of X1 and X2, and X1 and X2 are parameter sets describing
the peptide conformations. In this study, such parameters
are the native �-sheet hydrogen bonds (H-bonds) and the
geometric radius of gyration of the hydrophobic core
(RgCore). In detail, for the 2GB1, the seven native �-sheet
hydrogen bonds are E42:N-H/T55:O, T55:N-H/E42:O,
T44:N-H/T43:O, T43:N-H/T44:O, D46:N-H/T51:O,
T51:N-H/D46:O, and K50:N-H/D47:O. A hydrogen bond
was counted if the distance between the O and the N atoms
was less than 3.5 Å, and the angle formed by the three atoms
(N, H, and O) was larger than 150°. Furthermore, the RgCore
was computed on the side chain atoms of the four hydro-
phobic residues W43, Y45, F52, and V54, to allow for
comparisons with the results of previous computational
studies.13,14,16 For rhodopsin EL2, the five native �-sheet
hydrogen bonds are D190:N-H/R177:O, I179:N-H/
G188:O, G188:N-H/I179:O, E181:N-H/S186:O, and
Q184:N-H/E181:O. Rg calculations were limited to the
hydrophobic core amino acids rather than to the whole
peptide. The RgCore was, thus, computed on the side chain
atoms of the following four residues: Y178, P180, C187,
and I189.

Cluster analysis of the REMD trajectories was based on the
QT clustering algorithm32 implemented in the Wordom soft-
ware.33 In this case study, the algorithm first calculated the CR-
atom root mean square deviation (CR-rmsd) for each superim-
posed pair of frames and then it computes the number of
neighbors for each frame by using a threshold CR-rmsd. The
frame with the highest number of neighbors is considered as
the center of the first cluster. All the neighbors of this
configuration are removed from the ensemble of configurations
to be counted only once. The center of the second cluster is
then determined in the same way as the first cluster, and
this procedure is repeated until no more clusters can be found.

3. Results

3.1. The C-Terminal �-Hairpin of Protein G as a
Model System. The computational protocol was set on the
C terminal �-hairpin of Streptococcal protein G (i.e., the G44-
E56 segment herein named as GB1), extensively used as a

model system to probe in silico �-hairpin folding protocols.
REMD simulations in implicit solvent, spanning 20 temper-
atures from 270 to 690 K, produced a free energy contour
map at 313 K characterized by a wide unique global energy
minimum corresponding to the native-like state, i.e., with
five �-sheet H-bonds and a RgCore around 5.92 Å (Figure
2). The latter index was computed on the side chain atoms
of W43(3), Y45(5), F52(12), and V54(14). These results overlap
significantly with those of explicit water simulations by Zhou
and co-workers.14 Along this line, the probability of finding
all five interstrand HBs satisfied reaches the maximum value
at temperatures between 270 and 313 K, whereas it drops at
temperature values above 520 K (Figure 3A). In this respect,
the inner interstrand H-bonds (HB3, HB4, and HB5, Figure
3A) are more persistent than the most external ones (HB1
and HB2, Figure 3A). The HBs that involve the turn (HB6
and HB7), in particular HB7, are the less persistent ones. In
summary, at 313 K, the rank order of each H-bond prob-
ability (expressed as percentages with respect to the total
number of frames) is HB4 > HB5 > HB3 > HB2 > HB6 >
HB1 > HB7 (the values being 87.26, 85.62, 82.03, 65.73,
62.15, 47.21, and 14.3, respectively). Interestingly, this rank
order is overlapping with that from explicit water simula-
tions.14 The average HB probability at 313 K from our
simulations is 63.47%, slightly higher but characterized by
a higher decrease rate compared to that from explicit water
simulations.14 In fact, according to our data, such an index
decreases to around 0 at 690 K (i.e., 0.27), whereas it never
drops to zero following explicit water simulations.14 In line
with the trend of the HB probability, the �-hairpin population,
as accounted for by the fraction of native contacts (see the
experimental procedures for its definition), is 67.87% at 270
K, 67.52% at 298 K, and 67.22% at 313 K (Figure 3B).
These data are similar to those from explicit water simula-
tions with the OPLSAA all-atom force field, which found
populations of native contacts of about 71% at 270 K and
66% at 310 K.14 Thus, near the biological temperature, our
simulations, similar to simulations in explicit water,14 found
a �-hairpin population of the GB1 peptide in reasonable
agreement with in vitro experiments. Indeed, NMR data
found a population of about 80% at 270 K, 50% at 300 K,
and 40% at 310 K (as shown above, the fraction of native
contacts from computational experiments does not change
significantly in the 270-313 K range). The highest discrep-
ancies with NMR data concern temperatures higher than 313
K. Indeed, the temperature-dependent decrease rate of the
fraction of native contacts from our simulations is quite
slower than that from NMR determinations, though faster
than that from explicit water simulations.14 In fact, according
to our computations, the fraction of native contacts decreases
significantly after 420 K, reaching the lowest value of 26.89%
at 690 K (Figure 3B). In contrast, according to NMR data,
the population of native �-hairpin is already 0 around 360
K, whereas the fraction of native contacts from explicit water
simulations is still above 35% at 690 K.14 In line with the
trend of the fraction of native contacts, the fraction of native-
like structures, i.e., those characterized by a CR-rmsd e2 Å
from the native structure, is 56.4% at 313 K, whereas it

PMF ) -log P(X1, X2)
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progressively decreases with the increase in temperature
(Figure 3C).

Collectively, as already discussed in previous studies,14

high-temperature discrepancies between in vitro and in silico
data are shared by computational experiments using different
force fields (i.e., CHARMM, OPLSAA, and AMBER) and
different treatments of the solvent and may depend on many
factors, including force field parameters, water models (for
explicit water simulations), the employment of high pressures
at high temperatures in constant volume simulations, or the
lack of water-density-dependent parameters in implicit
solvent simulations.

3.2. REMD Simulations on Rhodopsin EL2. The com-
putational protocol optimized on the GB1 peptide was
employed to investigate the effects of 40 point mutations

on the structural stability of rhodopsin EL2 (the S176-T198
sequence) that holds a highly stable twisted �-hairpin (the
177RYIPEGMQCSCGID190 sequence). The experimental set
consists of 15 spontaneously occurring mutants associated
with ADRP and 25 artificial mutants (Tables 1 and 2).
Comparative REMD simulations were, hence, carried out on
the wild type and the 40 mutant forms.

Similar to the GB1 peptide, the free energy contour map
of wild type EL2 at 313 K is characterized by a wide unique
global energy minimum corresponding to the native-like
state, i.e. with four interstrand H-bonds and a RgCore equal
to 5.14 Å (Figure 4). This index was computed on the side
chains of Y178(2), P180(4), C187(11), and I189(13) from the
center (i.e., the most representative frame) of the lowest
energy cluster. The lowest energy basin at 313 K progres-

Figure 2. Free energy contour maps at different temperatures of the GB1 peptide folding versus the number of native �-sheet
hydrogen bonds and the hydrophobic core radius of gyration (RgCore). The seven native �-sheet hydrogen bonds are
E42:N-H/T55:O, T55:N-H/E42:O, T44:N-H/T43:O, T43:N-H/T44:O, D46:N-H/T51:O, T51:N-H/D46:O, and K50:N-H/
D47:O. A hydrogen bond was counted if the distance between the O and the N atoms was less than 3.5 Å and the angle formed
by the three atoms (N, H, and O) was larger than 150°. The geometric radius of gyration (excluding any mass weighing) of the
hydrophobic core was computed on the side chain atoms of the four hydrophobic residues W43, Y45, F52, and V54. The contours
are spaced at intervals of 0.5 RT. Cartoon representations of the cluster centers from the lowest energy basins (indicated by
arrows) are also shown. In detail, (A) the free energy landscape at 313 K is characterized by one broad energy basin whose
representative structure holds five H-bonds and a RgCore ) 5.58 Å, (B) the free energy landscape at 400 K is characterized
by one broad energy basin whose representative structure holds three H-bonds and a RgCore ) 5.73 Å, (C) the free
energy landscape at 465 K is characterized by one broad energy basin whose representative structure holds three H-bonds
and a RgCore ) 5.43 Å, and (D) the free energy landscape at 690 K is characterized by a number of energy basins
corresponding to zero H-bonds. The representative structures extracted from these basins hold the following RgCore values:
(1) 10.37 Å, (2) 12.04 Å, and (3) 5.96 Å.
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sively moves toward zero �-sheet HBs and higher RgCore
values with the increases in temperature (Figure 4).

The distorted wild type EL2 �-hairpin is characterized
essentially by four interstrand HBs (HB1, HB2, HB3, and
HB4) and one strand-turn HB (HB5) (Figure 5A). Similar
to the GB1 �-hairpin, the probability of finding all four
interstrand HBs satisfied reaches the maximum value at
temperatures between 270 and 320 K, whereas it drops at
temperatures above 520 K. Analogously to the GB1 �-hair-
pin, the inner interstrand HBs (HB2, HB3, and HB4, Figure
5A) are more persistent than the most external one (HB1,
Figure 5A). The HB5 strand-turn H-bond shows the lowest
persistency. In summary, at 313 K, the rank order of each
HB probability (expressed as percentages with respect to the
total number of frames) is HB2 > HB3 ≈ HB4 > HB1 >
HB5 (the values being 82.78, 77.39, 77.15, 72.45, and 3.50,
respectively). The average interstrand HB probability (i.e
HB1-4avg, that considers only HB1, -2, -3, and -4) at 313
K is 77.44% (Table 1). Consistently, the fraction of native-
like structures, i.e., those characterized by a CR-rmsd e2 Å
from the native structure, is 88.66% at 313 K, whereas it
progressively decreases with increases in temperature (Figure
5B).

Possible disturbing effects of the 40 EL2 point mutations
on the structural features of wild type �-hairpin were, hence,
evaluated by comparing the free energy landscapes as well
as the probability of interstrand HB formation and the
fraction of native-like structures of the mutant trajectories
with those of the wild type.

As for the in vitro behavior of the considered mutants, 13
of them are impaired in folding/expression and/or retinal
binding (Tables 1 and 2; marked by red color in Figure 6).
Furthermore, 17 mutations exert a milder impairing effect
on folding/expression (Tables 1 and 2; marked by the yellow

color in Figure 6), whereas seven mutations do not signifi-
cantly change the expression or chromophore binding
compared to the wild type (Tables 1 and 2; marked by the
green color in Figure 6). Finally, in three cases, the effect
of mutations on the structural stability of rhodopsin is
unknown (Tables 1 and 2; marked by the gray color in Figure
6).

For the mutants characterized by rotamers on the replacing
amino acid side chains, possible different rotameric states,
according to the D&K,29 P&R,30 and Sut31 libraries, were
probed as simulation inputs. We then selected as a repre-
sentative trajectory of each mutant the one that produced
HB1-4avg values closest to the average value from the three
independent simulations (bold numbers in Tables 1 and 2).
A strong agreement was generally achieved between the
HB1-4avg values from at least two of the three independent
simulations.

In silico screening showed a spectrum of mutation-induced
changes in the HB1-4avg index and in the fraction of native-
like structures characterizing the wild type at 313 K (i.e.,
77.44% and 88.66%, respectively; Figure 6). Given the very
high correlation between the fraction of native-like structures
and HB1-4avg index (r ) 0.977), we decided to employ the
latter as a structural hallmark of mutation effects. Thus, as
for HB1-4avg, 14 mutants hold wild type-like values (i.e.,
higher than 70%), 11 mutants hold values between 60% and
70%, seven mutants hold values between 50% and 60%, and
eight mutants hold values below 50% (Tables 1 and 2, Figure
6). The latter include the R177C, P180A, E181G, and E181P
mutants as well as the nonconservative mutations of D190(14)

(i.e., A, C, G, and Y substitutions; Tables 1 and 2, Figure
6).

REMD simulations showed also mutation-induced
changes in the free energy landscape characterizing the

Figure 3. Temperature dependence of structural indices. (A) The temperature dependence of the probability of forming the
seven native �-sheet H-bonds (E42:N-H/T55:O (HB1), T55:N-H/E42:O (HB2), T44:N-H/T43:O (HB3), T43:N-H/T44:O (HB4),
D46:N-H/T51:O (HB5), T51:N-H/D46:O (HB6), and K50:N-H/D47:O (HB7)) is shown. The curves relative to HB1-7 are colored
in yellow, cyan, blue, red, violet, green, and magenta, respectively. The thick black line represents the average probability over
all native hydrogen bonds. A stick representation of the GB1 �-hairpin with the seven native �-sheet H-bonds is shown as well.
(B) The average fraction of a set of 26 native contacts as a function of the temperature is shown. The set of contacts includes
the following pairs: T44:Y45, Y45:D46, A48:T49, T55:E56, G41:W43, E42:T44, W43:Y45, T44:D46, Y45:D47, D46:A48,
T49:T51, T51:T53, F52:V54, T53:T55, D46:T49, D47:K50, D46:T51, Y45:T51, T44:T51, Y45:F52, Y45:T53, W43:F52, T44:T53,
E42:T53, W43:V54, and E42:T55. A contact was counted if the distance between the side chain geometrical center of the two
residues in each pair was less than 7.5 Å. (C) The temperature dependence of the CR-rmsd from the starting structure is shown.
Curves corresponding to CR-rmsd thresholds e2 Å, >2 Å and e3 Å, and g3 Å are colored in black, red and blue, respectively.
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wild type form at 313 K (Figures 6-8, and S1-S7,
Supporting Information). Differences between wild type
and mutant forms consist of the appearance of alternative
higher energy basins at the expense of the native-like state that
remains the most populated one. As a consequence, for 17 of
the 40 mutants (i.e., marked by an asterisk in Tables 1 and 2)
the energy of the folded state is about 0.5 RT units higher than
that of the wild type. Furthermore, for the E181P and G188R
mutants, the lowest energy basin is shifted in between two and
three interstrand HBs, indicative of a misfolding effect of such
mutations (marked by two asterisks in Tables 1 and 2). In line
with these data, the free energy landscapes of the mutants
holding a HB1-4avg index lower than 50% are characterized
by the appearance of higher energy basins at zero �-sheet HBs
and RgCore values above 6 Å (Figures 7, 8, and S1-S7,
Supporting Information). These basins generally correspond to

R-helical structures (Figures 7, 8, and S1-S7, Supporting
Information).

Collectively, by considering all together the HB1-4avg index
and the shapes of the free energy landscapes, we could classify
EL2 mutants as misfolding (marked as +++ in Tables 1 and
2), moderately misfolding (marked as ++ in Tables 1 and 2),
low misfolding (marked as + in Tables 1 and 2), and non-
misfolding (marked as - in Tables 1 and 2). In detail, (a)
misfolding mutants are characterized by a HB1-4avg index
below 50% that is generally accompanied by a shift in energy
or position of the lowest energy basin (i.e., marked by one or
two asterisks, respectively, in Tables 1 and 2); (b) moderately
misfolding mutants are characterized by a HB1-4avg index
between 50% and 60% associated with a shift in energy or
position of the lowest energy basin; (c) low misfolding mutants
are characterized by a HB1-4avg index between 60% and 70%,

Figure 4. Free energy contour maps at various temperatures of rhodopsin EL2 (177-190 sequence) versus the number of
native �-sheet hydrogen bonds and the core radius of gyration (RgCore). The five native �-sheet hydrogen bonds are
D190:N-H/R177:O, I179:N-H/G188:O, G188:N-H/I179:O, E181:N-H/S186:O, and Q184:N-H/E181:O. The radius of gyration
was computed on the side chain atoms of the following four residues: Y178, P180, C187 and I189. Contours are spaced at
intervals of 0.5 RT. Cartoon representations of the cluster centers from the lowest energy basins (indicated by arrows) are
also shown. In detail, (A) the free energy landscape at 313 K is characterized by one broad energy basin whose representative
structure holds four H-bonds and a RgCore ) 5.14 Å, (B) the free energy landscape at 400 K is characterized by one
broad energy basin whose representative structure holds two H-bonds and a RgCore ) 5.33 Å, (C) the free energy land-
scape at 465 K is characterized by one broad energy basin whose representative structure holds three H-bonds and a
RgCore ) 5.4 Å, and (D) the free energy landscape at 690 K is characterized by a number of energy basins corresponding
to zero H-bonds. The representative structures extracted from these basins hold the following RgCore values: (1) 9.92 Å,
(2) 6.57 Å, and (3) 7.88 Å.
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independent of the position and depth of the lowest energy
basin, or by HB1-4avg above 70% but associated with shifts
in energy and/or position of the lowest energy basins; and,

finally, (d) the wild type-like or non-misfolding mutants are
characterized by a HB1-4avg index above 70% and the lowest
energy basin similar to that of the wild type.

Figure 5. Temperature dependence of the probability of forming individual native �-sheet hydrogen bonds and of the CR-rmsd
for the wild type EL2. (A) The temperature dependence of the probability of forming the five native �-sheet H-bonds (D190:
N-H/R177:O (HB1), I179:N-H/G188:O (HB2), G188:N-H/I179:O (HB3), E181:N-H/S186:O (HB4), and Q184:N-H/E181:O
(HB5)) is shown. The curves relative to HB1-5 are colored in yellow, cyan, blue, red, and purple, respectively. The thick black
line represents the average probability over all native hydrogen bonds. A stick representation of EL2 together with the five
native �-sheet hydrogen bonds is shown as well. (B) The temperature dependence of the CR-rmsd from the starting structure is
shown. Curves corresponding to CR-rmsd thresholds e2 Å, >2 Å and <3 Å, and g3 Å are colored in black, red, and blue,
respectively.

Figure 6. EL2 wild type and mutant average probabilities of interstrand H-bonds (HB1-4avg). The histograms report the average
probabilities of the interstrand H-bonds concerning the wild type and all the simulated mutations at EL2 sites other than E181
(A) and all mutations of E181 (B). Color codes refer to in vitro behavior. In detail, (a) red stands for impaired folding/expression
and/or retinal binding, (b) yellow indicates a moderate impairing effect on folding/expression and/or chromophore binding, (c)
green stands for wild type-like behavior, and (d) gray stands for unknown biochemical effect.
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4. Discussion

RP refers to a group of debilitating, hereditary disorders that
cause severe visual impairment in as many as 1.5 million
patients worldwide.1-3 Many genes have been associated with
RP, and it exhibits extreme heterogeneity in terms of its severity
and mode of inheritance. Although 30 RP genes have been
recently identified, there were immensely exciting developments
in the study of the ADRP form of the disease.1-3 Rhodopsin
mutations account for >25% of ADRP, and ∼100 distinct
mutations have been identified throughout the transcript. Muta-
tions have been identified in all of the structural domains of
the rhodopsin protein, and although attempts have been made
to categorize mutants into six general classes of biochemical
defects, many do not fit into predictable groups.

This study is part of a project aimed at structurally
characterizing, through molecular simulations, the majority
of pathogenic rhodopsin mutations. In this framework, the
choice of the approach is dictated by the structural localiza-
tion and the biochemical effect of a given mutation. The
mutations considered in this study concentrate in the
structured part of EL2. The crystal structures of dark
rhodopsin6 as well as of the BATHO and LUMI photo-
intermediates20,21 show that this rhodopsin portion folds into
a twisted �-hairpin, whose C-terminal strand forms the
“floor” of the chromophore binding pocket (if the receptor
is seen in a direction parallel to the membrane surface with
the intracellular side on top). Although structure determina-
tions of the isolated EL2 fragment are lacking, very recent
solid-state NMR determinations support the structural stabil-

Figure 7. Free energy contour maps at 313 K relative to the R177C (A), P180A (B), E181G (C), and E181P (D) mutants,
versus the number of native �-sheet hydrogen bonds and the core radius of gyration (RgCore). The general description of this
legend is the same as that of Figure 4. The representative structures from each energy basin are shown as cartoons. In detail,
(A) for the R177C mutant five structures have been extracted: the structure extracted from the lowest energy basin (1) corresponds
to a native-like �-hairpin, characterized by four �-sheet H-bonds and RgCore ) 5.19 Å. The remaining four structures share
zero �-sheet H-bonds and the following RgCore values: (2) 9.30 Å, (3) 6.68 Å, (4) 7.71 Å, and (5) 5.9 Å. (B) For the P180A
mutant, three structures have been extracted: the structure extracted from the lowest energy basin (1) corresponds to a native-
like �-hairpin, characterized by four �-sheet H-bonds and RgCore ) 4.93 Å. The remaining two structures share zero �-sheet
H-bonds and the following RgCore values: (2) 6.46 Å, and (3) 7.59 Å. (C) For the E181G mutant, four structures have been
extracted: the structure extracted from the lowest energy basin (1) corresponds to a misfolded �-hairpin characterized by three
�-sheet H-bonds and RgCore ) 5.17 Å. The remaining three structures share zero �-sheet H-bonds and the following RgCore
values: (2) 7.20 Å, (3) 6.36 Å, and (4) 8.13 Å. (D) For the E181P mutant, six structures have been extracted: the structure
extracted from the lowest energy basin (1) corresponds to a misfolded �-hairpin characterized by three �-sheet H-bonds and
RgCore ) 5.17 Å; structure 2 holds two �-sheet H-bonds and a RgCore ) 5.95 Å. The remaining four structures share zero
�-sheet H-bonds and the following RgCore values: (3) 7.75 Å, (4) 5.40 Å, (5) 4.33 Å, and (6) 4.72 Å.
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ity of the loop, by showing that during rhodopsin activation
EL2 changes position but not conformation.10 Furthermore,
the web server BETAHAIRPRED (http://triton.rmn.iqfr.
csic.es/software/behairpredv1.0/behairpred.htm) predicts the
177RYIPEGMQCSCGID190 sequence as prone to form a
�-hairpin, suggesting that such a conformational propensity
is intrinsic to the primary sequence of the peptide, indepen-
dent of the environment. These data support the strategy to
investigate the potential effects of 40 mutations on the
structural stability of the native �-hairpin taken off the protein
context. The aim was pursued by comparative parallel REMD
simulations using the FACTS implicit solvent model.12 In
line with reduction of the molecular system, the choice of
an implicit over an explicit solvent model was dictated by

the need to implement a fast in silico screening approach.
Indeed, in this study, computational screening consisted of
101 independent REMD simulations, starting from different
input structures, which included two different prototropic
forms of E181 for the wild type form and three different
rotameric states for all mutated side chains, excluding
alanine, glycine, and proline.

The computational protocol was set on the GB1 peptide,
a model system for computational experiments on �-hairpin
folding. In agreement with previous explicit water simula-
tions,14 the most populated state of GB1 at 313 K resulted
in the native �-hairpin. Moreover, the average fraction of
native contacts at 313 K is quite overlapping with the results
of explicit water simulations and does not vary in the

Figure 8. Free energy contour maps at 313 K relative to the D190A (A), D190C (B), D190G (C), and D190Y (D) mutants,
versus the number of native �-sheet hydrogen bonds and the core radius of gyration (RgCore). The general description of this
legend is the same as that of Figure 4. The representative structures from each energy basin are shown as cartoons. In detail,
(A) for the D190A mutant, four structures have been extracted: the structure extracted from the lowest energy basin (1) corresponds
to a native-like �-hairpin, characterized by four �-sheet H-bonds and RgCore ) 5.19 Å. The remaining three structures share
zero �-sheet H-bonds and the following RgCore values: (2) 8.19 Å, (3) 5.29 Å, and (4) 8.95 Å. (B) For the D190C mutant, four
structures have been extracted: the structure extracted from the lowest energy basin (1) corresponds to a misfolded �-hairpin,
characterized by three �-sheet H-bonds and RgCore ) 5.44 Å. The remaining three structures share zero �-sheet H-bonds and
the following RgCore values: (2) 9.68 Å, (3) 6.38 Å, and (4) 8.21 Å. (C) For the D190G mutant four structures have been
extracted: the structure extracted from the lowest energy basin (1) corresponds to a native-like �-hairpin characterized by four
�-sheet H-bonds and RgCore ) 5.18 Å. The remaining three structures share zero �-sheet H-bonds and the following RgCore
values: (2) 8.80 Å, (3) 7.89 Å, and (4) 6.72 Å. (D) For the D190Y mutant three structures have been extracted: the structure
extracted from the lowest energy basin (1) corresponds to a native-like �-hairpin characterized by four �-sheet H-bonds and
RgCore ) 5.28 Å. The remaining two structures share zero �-sheet H-bonds and the following RgCore values: (2) 7.32 Å and
(3) 6.10 Å.
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270-313 K temperature range (i.e., 67.87% and 67.22%,
respectively). Near the biological temperature range, the
fraction of native contacts from our experiments is in
reasonable agreement with those found by NMR determina-
tions, whereas the highest discrepancies occur at temperatures
higher than 313 K. These findings are in line with previous
results of computational experiments on the same model
system.14 It is worth noting, however, that temperatures
higher than 313 K go beyond the computational screening
of rhodopsin mutations, the main goal of this study.

The computational protocol optimized for the GB1 peptide
was thus extended to the R177-D190 structured rhodopsin
fragment, toward the building of a fast in silico screening
tool for structure-based reclassification of selected ADRP
mutations. The latter, indeed, fall essentially in class II
according to poorly defined biochemical behaviors, charac-
terized by more or less pronounced impairment in receptor
folding/expression and/or retinal binding (Tables 1 and 2).

Similar to the GB1 peptide, the native state of wild type
EL2 prevailed at 313 K. The probability of native interstrands
HBs, i.e., the HB1-4avg index, and the shape of the free
energy landscape were, thus, employed as primary structural
hallmarks of the native state in the comparative mutational
analysis. These hallmarks were variably perturbed following
REMD simulations of the 40 naturally occurring and artificial
EL2 mutants considered in this study, resulting in a structural
classification of mutational effects in misfolding, moderately
misfolding, low misfolding, and non-misfolding (Tables 1
and 2). According to this classification and consistent with
in vitro evidence of a detrimental effect on folding/expression
and/or chromophore binding, misfolding mutations include
nonconservative substitutions of the first and last amino acids
in the loop, i.e. R177C and D190G, -A, -C, and -Y, as well
as the P180A, E181G, and -P mutants. For these mutants,
the HB1-4avg index is, indeed, below 50% due to increases
in the population of non-native states compared to the wild
type. Furthermore, the lowest energy basin is shifted
toward a lower number of �-sheet HBs or higher energy
values. For the majority of these mutants, alternative
conformational states essentially include one- or two-turn
R-helices characterized by zero �-sheet HBs and RgCore
values above 6 Å (Figures 7 and 8). The formation of R-helix
turns, while compatible with EL2 bridging H4 and H5, as
demonstrated by the crystallographic structures of the
homologous �1- and �2-adrenergic receptors,34,35,34,35 is
expected to perturb the native interactions of the loop with
the surrounding domains of rhodopsin. In contrast, the E181G
and -P mutants are essentially characterized by misfolded
forms of the native �-hairpin rather than R-helix turns. The
misfolding effect of nonconservative mutations of R177(1)

or D190(14) is likely due to a disruption of the native
interstrand salt bridge between the two residues, expected
to stabilize the native �-hairpin based also upon previous in
vitro investigations.18 Differently from the R177(1) and
D190(14) mutants, the misfolding effect of P180A, E181G,
and -P may be due to the elimination or introduction of
proline or glycine residues that would perturb the native
backbone conformational behavior of EL2.

Furthermore, five mutants show moderate misfolding
properties, whereas the majority of the mutants, 27 over 40
(68%), show a poor or absent misfolding effect (Tables 1
and 2). With respect to this large subset of mutants, we
speculate that their structural effects are to introduce non-
natural disulfide bridges or to perturb the EL2-TM and/or
EL2-retinal interface rather than the intrinsic folding
properties of EL2.

Fifteen of the 27 low or non-misfolding mutants concern
E181(5), which was subjected to all possible amino acid
substitutions (Table 2). In vitro mutational analysis of this
highly studied glutamate shows that replacements with lysine,
arginine, and proline result in totally impaired receptor
expression (Table 2).36 The remaining 16 mutants expressed
and bound 11-cis-retinal to form pigments. Such in vitro data
suggest that E181(5) does not contribute significantly to
spectral tuning of the ground state of rhodopsin but rather
affects the environment of the retinylidene Schiff base in
the active MII photoproduct (Table 2).36

Consistent with the results of previous analyses,36 we could
not find any significant linear correlation between in vitro
data on the E181(5) mutants (Table 2) and a significant
number of descriptors of the physicochemical properties of
the amino acids, including hydrophobicity and hydrophilicity
parameters, size descriptors, volume and surface area values,
solution properties, and chromatographic properties, as well
as polarity and polarizability indices (results not shown).

The results of REMD simulations, consistent with in vitro
data, suggest that the effects of these mutations should be
ascribed to perturbations in the network of interactions
mediated by such glutamate rather than to a disruption of
the native EL2 �-hairpin.

5. Summary

In this study, 40 rhodopsin mutations, 15 ADRP-linked and
25 artificial, all located in EL2, were screened by REMD
simulations. The results of the screening constitute the start
of a systematic structure-based reclassification of ADRP
mutations.

Eight out of 40 EL2 mutants resulted in strong misfolding
effects on the native �-hairpin, consistent with in vitro
evidence that they all share severe impairments in folding/
expression and/or retinal binding. Four of these misfolding
mutants, i.e. P180A, and D190A, -G, and -Y, are associated
with ADRP. Moreover, five residues displayed moderate
misfolding effects and they include two ADRP-linked
mutants, i.e. S186P and D190N. The remaining 27 mutants,
including nine ADRP-linked mutants and overall character-
ized by milder effects on rhodopsin expression, did not
perturb significantly the conformational behavior of the
native �-hairpin. Thus, the computational screening could
individuate and differentiate EL2 rhodopsin mutations that
would affect the intrinsic stability of the native �-hairpin
from mutations expected to variably impair native contacts
between the loop and the surrounding receptor domains.

We, therefore, predict that for six out of the 15 ADRP-
linked mutants, the structural determinants of the disease are
mutation-induced misfolding effects on EL2. A misfolded
EL2, being part of the stability core, is expected to undermine
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the stability of rhodopsin, consistent with the impaired
folding/expression observed for these mutants.

The extensive computational screening carried out in this
study relies on strong comparative bases and takes advantage
of the use of a fast and effective implicit solvent model.
Within a comparative framework, possible overestimations
of the native state ensembles can be neglected, as they are
expected to be equally shared by wild type and mutant forms
and to not affect predictions. The latter, indeed, profit by
the internal consistency that characterize any comparative
approach aimed at highlighting differences/similarities rather
than absolute values/behaviors.

The results of this study add structural insight to the poorly
resolved biochemical behavior of selected class II ADRP
mutations, a fundamental step toward an understanding of
the atomistic causes of the disease.
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Abstract: Allostery describes altered protein function at one site due to a perturbation at another
site. One mechanism of allostery involves correlated motions, which can occur even in the
absence of substantial conformational change. We present a novel method, “MutInf”, to identify
statistically significant correlated motions from equilibrium molecular dynamics simulations. Our
approach analyzes both backbone and side chain motions using internal coordinates to account
for the gear-like twists that can take place even in the absence of the large conformational
changes typical of traditional allosteric proteins. We quantify correlated motions using a mutual
information metric, which we extend to incorporate data from multiple short simulations and to
filter out correlations that are not statistically significant. Applying our approach to uncover
mechanisms of cooperative small molecule binding in human interleukin-2, we identify clusters
of correlated residues from 50 ns of molecular dynamics simulations. Interestingly, two of the
clusters with the strongest correlations highlight known cooperative small-molecule binding sites
and show substantial correlations between these sites. These cooperative binding sites on
interleukin-2 are correlated not only through the hydrophobic core of the protein but also through a
dynamic polar network of hydrogen bonding and electrostatic interactions. Since this approach
identifies correlated conformations in an unbiased, statistically robust manner, it should be a useful
tool for finding novel or “orphan” allosteric sites in proteins of biological and therapeutic importance.

Introduction
Originally, allosteric proteins were those where multiple
subunits achieved cooperative binding through ligand-

mediated shifts in conformational equilibria. Nowadays,
allostery is broadly defined as any case in which an event at
one site on a protein or complex impacts function, dynamics,
or distribution of conformations of another site (for recent
reviews see1,2). This broader definition includes single-
domain proteins as well as proteins or complexes where
cooperativity occurs without substantial conformational
change. Given this broader definition, it has been suggested
that allostery is a property of many proteins,3-5 but is only
relevant when a localized event precipitates a change in
function. Recently, there has been renewed interest in
uncovering allosteric mechanisms of protein regulation and
in discovering new allosteric sites, which are of significant
interest in biological mechanisms of protein regulation and
as novel sites for drug discovery.6-8
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Typically, sites are identified as allosteric after mutational,
structural, and thermodynamic characterization with allosteric
protein, peptide, or small-molecule modulators, which are
frequently found serendipitously.9 As such, there has been
much interest in computational approaches to identify novel
allosteric sites. One of the most extensively used approaches
has been the Statistical Coupling Analysis pioneered by
Ranganathan and co-workers,10-13 where pairs of residues
that tend to be mutated together in multiple sequence
alignments suggest coupling between protein sites. This
approach has recently been used to engineer a novel allosteric
network by combining predicted allosteric pathways from a
light sensor and an enzyme.14 However, this approach
requires large multiple sequence alignments and the predicted
couplings may or may not be relevant to particular proteins
in the alignment.15 Alternative methods to identify allosteric
networks using sequence comparisons have also been de-
scribed.16

Other computational methods to study allosteric mech-
anisms and identify potential sites for allosteric regulation
focus on a protein’s structure and dynamics. Cooper and
Dryden showed that the free energy of cooperativity could
be separated into two terms: one that accounts for changes
in the protein’s conformational distribution (i.e., by
population shifts), and one that accounts for changes in
the amplitudes or frequencies of protein vibrational
motions. One approach to studying allostery is to focus
on protein vibrations17-20 around a static structure, often
by a coarse-grained normal-mode analysis,21-24 in which
case allosteric effects of perturbations can be calculated
analytically. However, these approaches are unable to
capture the anharmonic and multiwell nature of flexible
degrees of freedom in proteins. Another approach is to
infer groups of residues important for a given allosteric
process by analyzing structures trapped in different
conformations.25-27

Dynamical approaches to studying allostery generate an
ensemble of structures and then analyze the ensemble using
cross-correlations,28 contact correlations,29 principal com-
ponents,29 or local unfolding correlations.30 One widely
adopted approach uses a quasi-harmonic metric for correla-
tions that assumes an “average” structure.28,29,31-33 This
approximation may be appropriate for small backbone
fluctuations but may not aptly describe conformational
changes that involve basin-hopping, such as loop or side-
chain motions. To overcome this quasi-harmonic limitation,
Lange and Grubmuller34,35 used a mutual information method
to account for both quasi-harmonic and anharmonic correla-
tions in atoms’ motion in Cartesian space. Still other methods
introduce mechanical perturbations and monitor the subse-
quent motions of residues.36,37 These approaches can detect
substantial population shifts or structural changes following
the induced local perturbations, as the added energy facilitates
barrier crossing.

Our MutInf approach for identifying allosteric networks
quantifies correlations between the conformations of residues
in different sites. We use an entropy-based approach to
analyze ensembles of protein conformers, such as those from
molecular dynamics or Monte Carlo simulations. The method

is applicable even in cases where conformational changes
are subtle, for example, when the coupling is mostly entropic
in nature.38,39 Unlike the approaches described above, our
approach uses internal coordinates and focuses on dihedral
angles, which are responsible for most low-frequency mo-
tions, in order to capture correlated changes in side chain
rotamers, a highly anharmonic type of correlated motion.
The most closely related previously published method is a
study that examined side-chain correlations using a mutual
information metric and Monte Carlo simulations of side-
chains40 on a set of fixed protein backbones.

Our MutInf method builds upon and extends previous
work by (1) directly connecting correlated conformations
to the molecular configurational entropy, (2) incorporating
more robust entropy estimators, (3) correcting for under-
sampling using data from multiple simulations, (4) testing
statistical significance to filter out correlated motions that
are not significant, and (5) analyzing both backbone and
side chain torsions, which are frequently coupled.41,42 The
theoretical underpinnings of our approach are described
in detail in Methods. Briefly, we use second-order terms
from the configurational entropy expansion, the mutual
information,43 to identify pairs of residues with correlated
conformations in an equilibrium ensemble. In calculating
mutual information, it does not matter whether two
residues move at the same time or whether one moves,
and then the other; what counts is whether these residues’
conformational distributions are correlated. In this work,
we use the terms correlated motions and correlated
conformations interchangeably.

Because we look for correlated conformations in an
unbiased, statistically robust manner, we believe that
MutInf will be a useful tool in the discovery of novel,
“orphan” allosteric sites, where endogenous protein or
small molecule allosteric modulators have yet to be
discovered. As a proof-of-principle, we used our approach
to identify correlations between the conformations of
protein residues lining two small-molecule binding sites
in human interleukin-2 (IL-2). This single-domain protein
exhibits cooperative ligand binding without substantial
conformational change, and to date no follow-up work
has been done to uncover the mechanism for this coop-
erativity. We discuss the rationale behind our approach
and compare its strengths and weaknesses to those of other
methods and then discuss the mathematical details of our
method and our novel results on IL-2.

Methods

Theoretical Underpinnings of the Model. When an
equilibrium ensemble of states is altered by small pertur-
bations, the fluctuation-dissipation theorem relates equi-
librium fluctuations to the system’s response, which will
be proportional to equilibrium pair-correlations of the
degrees of freedom and linear in the applied perturbations.
This linear response theory suggests that external forces,
such as those due to ligand binding, cause the largest
indirect changes in the degrees of freedom that are most
correlated (at equilibrium) with those directly perturbed
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by the external forces. As has been previously noted,29

this also means that the response to small perturbations
involves the same fluctuation pathways activated by
random solvent collisions at equilibrium. Elastic network
models have identified a correspondence between low-
frequency normal modes and pathways used in several
protein conformational changes,22,44 suggesting that cor-
relations observed in equilibrium simulations may propa-
gate perturbations in structure and/or dynamics due to
ligand or protein binding.

A perturbation at one site can couple to another site
directly, through electrostatic or steric interactions, indirectly,
through solvent reordering, or through a network of residues
with correlated conformations. When the conformation at
one site depends on the conformation at another site, the
sites’ conformations are correlated. When the conformations
are correlated, perturbations at one site can cause population
shifts in conformations at other sites. Correlated conforma-
tions are then signals that can be used to identify allosteric
mechanisms and predict new sites for allosteric inhibition
by proteins or small molecules.

Our MutInf approach uses equilibrium molecular dy-
namics simulations to identify correlations in residues’
conformations, from which functional coupling between
sites is inferred. Approaches such as ours that infer
allostery from equilibrium simulations assume that the
allosteric phenomena of interest (i.e., ligand binding,
protein binding, protonation state changes, etc.) make
perturbations to the energy landscape that are relatively
small, that is, at most a few kT. For example, proteins
and ligand binders with fast on-rates will satisfy this
assumption, while proteins and ligand binders with slow
on-rates may not. Furthermore, equilibrium approaches
that infer allostery assume that there are no large barriers
to conformational changes required for allostery. If such
barriers existed, they would prevent pairs of residues from
sampling relevant correlated shifts in conformation when
perturbations of interest are applied. Along these lines,
these equilibrium approaches also assume that there is
sufficient sampling along the degrees of freedom relevant
to the allosteric phenomena, so that productive or “on-
pathway” correlated motions can be observed.

To quantify correlations between residues’ conformations
from equilibrium simulations, we take advantage of a
connection between information theory and thermodynamics.
Inspired by the use of mutual information by Killian, Kravitz,
and Gilson in calculating configurational entropies from
conformational ensembles using internal coordinates,43 we
use second-order terms from the configurational entropy
expansion, i.e. the mutual information, to identify pairs of
residues with correlated conformations. This approach di-
rectly and quantitatively connects correlations in conforma-
tion to configurational entropy. Using internal coordinates
to calculate the mutual information has the two-fold advan-
tage of (1) capturing the rotameric, flipping, and gear-like
nature of correlated side-chains and (2) removing potentially
spurious correlations that can arise due to structural align-
ment. The latter effect occurs because minimization of the
rms error in aligning structures in Cartesian space can yield

correlated displacements in many atoms’ positions as some
atoms are fit better than others. An overview of our approach
is presented in Scheme 1.

In applying entropy and mutual information to studying
allostery, we sought to obtain a measure of the statistical
significance of our results and filter out noisy and
artifactual correlations. To accomplish this, we extended
established methods for calculating entropies and examin-
ing correlations via mutual information to handle finite
sample sizes, to incorporate data from multiple simula-
tions, to account for the variability between simulations,
and to correct for the fact that multiple simulations do
not, in practice, represent independent samples of the
macromolecular ensemble.

Calculation of Mutual Information. The configurational
space of a molecule can be described in a standard
Cartesian coordinate system or in an internal coordinate
system of bond lengths, bond angles, and torsion angles
(BAT).43 For proteins, key torsion angles include the �,
Ψ, and ω torsion angles of the protein backbone and the
� torsion angles of the amino acid side-chains. In the
present work, we consider only the �, Ψ, and heavy-atom
� torsion angles (only the first � angle for proline) and
neglect changes in bond lengths, bond angles and omega
backbone torsion angles, as we believe that the dynamics
of the first three are the most relevant to describing
motions of biological importance.43

Small sample sizes are notoriously challenging for entropy
and mutual information-based approaches, so we use robust
estimators and correct for bias using simulated data.

Configurational Entropy Expansion and Correlations
Between Degrees of Freedom. We wish to quantify cor-
relations between residues’ torsions. Following the works
of Matsuda45 and of Killian, Kravitz, and Gilson,43 we
connect correlated torsions to thermodynamics using an

Scheme 1. Schematic of the MutInf Approach for
Identifying Correlated Residue Conformationsa

a This shows how the observed mutual information is statistically
filtered and corrected before being summed over residues pairs. The
resulting matrix is then clustered as in a microarray experiment to
identify groups of residues showing similar patterns of correlations.
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expansion of the molecular configurational entropy into terms
over single torsions, pairs of torsions, etc. The total torsional
entropy is given by

where indices i and j are residues’ torsions, and n is the
number of torsions (�, Ψ, and � torsion angles in the present
work). The second-order term here represents a sum of the
mutual information of each pair of torsions. The mutual
information describes correlations between degrees of free-
dom and gives a measure of how much information about
one degree of freedom is gained by knowledge about
another.46 Because the mutual information values are terms
in the entropy, which is related to free energy, the mutual
information in eq 1 is in units of kT. The mutual information
has been a popular, distribution-free analysis method, and
more recently has been used in the context of molecular
conformational ensembles.40,43

As an example, consider the distributions of the �1 torsion
angles for two side chains. For concreteness, we use an
example of two aromatic residues in close proximity from
our molecular dynamics simulations of interleukin-2 (Figure
1). The expected joint distribution of these torsion angles
under the null hypothesis (Figure 1A) of independence is
merely the outer product of the marginal distributions.
However, the joint distribution from the observed simulations
(Figure 1B) shows that these torsion angles are correlated (I

) 0.203 kT), because a cross-peak (indicated by a gray box)
appears in the simulations that would not be expected if these
torsions were independent.

In practice, we compute the mutual information, I, between
two degrees of freedom as the difference between the self-
entropies and the joint entropy, using the relation, I ) S(1)
+ S(2) - S(1,2) and a corrected histogram entropy estimate47

over adaptive partitions46

where r and s are the number of marginal bins, ni, nj, and nij

are the histogram counts, N is the number of data points,
and Ψ is the digamma function. Adaptive partitions make
efficient use of discrete bins, preserve correlations between
variables, and normalize each joint distribution to a reference
distribution in which marginal counts are as uniform as
discretization allows.46 In this work, we used 24 bins per
dimension. Adaptive partitions also enable accurate mutual
information values to be calculated whether torsional motions
are large or small. Note also that we account for the 2-fold
symmetry in the �2 angle of Asp, Phe, and Tyr and in the �3

angle of Glu.
The histogram entropy estimator above assumes that

histograms are populated by a Poisson process (nij , N) and
so is especially appropriate for sparse joint histograms. It
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n ∫
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Figure 1. Joint distributions of correlated torsions are different from what would be expected if they were independent. (A)
Distributions of two �1 torsion angles are shown along with the joint distribution expected if they were independent (which the
product of the marginal probabilities). (B) Distributions of the same two �1 torsion angles are shown along with the observed
joint distribution from molecular dynamics simulations. Gray boxes highlight a cross-peak with substantial height in the observed
simulations (B) but with negligible height under the null hypothesis of independence (A).
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also implicitly includes finite bin and data size corrections
used in other discrete entropy estimators.48 As a statistic for
examining correlations between variables, the mutual infor-
mation (with corrections discussed below) is far more robust
against small sample sizes than the �2 statistic, which assumes
nij g 5. While the nearest-neighbor approach49 could have
been used instead to compute these integrals, it can require
N ≈ 50 000 data points50 or more to yield a converged
estimate of the mutual information for pairs of torsions.
Nearest-neighbor approaches are accurate for very large data
sets but have biases under finite sample sizes that depend
on the topology of conformational space sampled in simula-
tions.50 As our goal was to extend mutual information
calculations to handle smaller sample sizes, we chose instead
to use adaptive partitioning in combination with the corrected
histogram mutual information estimate above (eq 2), so that
each pair of degrees of freedom could be compared against
the same empirically generated reference distribution and
evaluated for significance.

Correction for Nonzero Mutual Information in Inde-
pendent Data Sets. In a number of applications using mutual
information, it has been found that samples of two variables
that are independent can yield nonzero mutual information
in calculations.46,51-53 We empirically observe the same in
simulated data (data not shown), and this is not surprising
because errors in estimates of the true mutual information
are a consequence of finite samples. To correct for this, one
approach is to create P permutations of the original data, so
that the marginal probability distributions remain the same,
while correlations between the data are scrambled. One can
use these permutations to establish a test of significance of
the observed mutual information with a null hypothesis of
independence versus a one-sided alternative. The approxi-
mate p-value is then the percentage of mutual information
values from different permutations that are greater than the
observed mutual information from the original data.46,53 Also,
the average mutual information for the permuted data, the
“independent information”, can be subtracted from the
observed mutual information to yield the “excess mutual
information”, a more reliable estimate of the true mutual
information.51,52

When adaptive partitioning is not used (and hence the
marginal densities are not normalized), permutation ap-
proaches are inefficient in sampling the distribution of the
mutual information under the null hypothesis, because
permuted values are likely to fall into bins overrepresented
in the marginal densities; adaptive partitioning fixes this
inefficiency by normalizing marginal densities without
altering correlations between variables. One can apply the
permutation approach above to nearest-neighbor estimates
as well, as these also will have bias due to finite sample
sizes. For example, a combined K-fold resampling/
permutation test was found to be useful in conjunction
with nearest-neighbor mutual information estimates
in feature selection.53 A major drawback to the permuta-
tion approach is that it is computationally demanding in
processing time and in memory. Moreover, permutations
introduce random error because not all N! permutations
can be made.53

Instead, since adaptive partitioning is used in this work,
we noted that the same distribution of the “independent
information” is appropriate for all pairs of degrees of
freedom. The distribution of the mutual information for
independent variables for given data size N and number
of marginal bins r and s has not yet been analytically
solved, though in some cases can be empirically fit.52

However, because an analytical, parametric approach is
not available, we perform Monte Carlo sampling to obtain
the reference distribution of the “independent information”
for all pairs of torsions. With adaptive partitioning, the
marginal counts are nearly uniform and in any case are
equivalent for different pairs of torsions. Thus, all pairs
of torsions will have the same distribution in histogram
bin space under the null hypothesis of independence. To
construct the reference distribution for a pair of indepen-
dent torsions, we first make a copy of the marginal
distributions for a given pair of torsions (it does not matter
which pair we choose). Then, we choose ordered pairs of
bin indices at random from these marginal distributions
and place them into a 2-D histogram without replacement.
The mutual information is calculated according to eq 2
above, and this procedure is repeated 1000 times to create
a distribution of the mutual information under the null
hypothesis of independence for the given number of data
points N and number of bins r.

We use this distribution of “independent information” for
a significance test of observed mutual information values,
and we subtract the average “independent information” from
the observed mutual information to yield the “excess” mutual
information; this filters out insignificant mutual information
values and corrects for finite sample size bias. Because this
analysis empirically generates a distribution under the null
hypothesis, the false positive rate for keeping a nonzero
mutual information value for torsions that are truly inde-
pendent is R, the significance level (in our case, 0.01). This
false positive rate will be further reduced by consideration
of the alternative hypothesis.

Bayesian Filter to Remove False Positives. Most ap-
proaches that filter mutual information values using tests of
statistical significance do so according to whether the null
hypothesis of independence can be rejected using descriptive
statistics. One disadvantage of these approaches is that they
do not consider the distribution of the mutual information
under the alternative hypothesis. In Bayesian statistics, the
mutual information is a random variable with a distribution,
and the probability that the mutual information is greater
than a a given value can be calculated. Approximations to
the distribution of the mutual information have been de-
scribed that account for uncertainties in the estimates of the
probability density functions.54 The first two central moments
of the distribution, the expectation E[I] and variance Var[I]
of the true information given the data and prior, are given
as follows:

E[I] ) 1
N ∑

i)1

r

∑
j)1

s

nij(Ψ(nij + 1) - Ψ(ni + 1) -

Ψ(nj + 1) + Ψ(N + 1)) (3)
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where nij ) nij(observed) + nij(virtual), and the virtual counts
come from a noninformative Dirichlet prior (nij ) 1 for the
uniform prior, which was used in this work). Approximations
for the leading order terms for the third and fourth central
moments have been reported,54 and could be used in an
Edgeworth expansion to approximate the distribution, but
for robustness, we chose instead to simply use a Gaussian
with the above mean and variance, which fit reasonably well
to simulated data in a model system.54 We then use this
approximate distribution of the mutual information to
calculate P(I < E[Iind]), the probability that the true mutual
information is below that expected for independent torsions
(calculated using eq 3 averaged over 1000 simulated
independent data sets). Pairs of torsions with P(I < E[Iind])
> R are not significant and are discarded.

Corrections to the Mutual Information Accounting
for Incomplete Sampling. To obtain accurate entropies and
mutual information values up to second order, simulations
must be run many times longer than the slowest autocorre-
lation and pair correlation times, and data points should
represent independent observations. Due to limited comput-
ing power, this is rarely the case, and molecules in simula-
tions carry with them some memory of their initial states.
For example, consider a salt bridge. Salt bridges can form
strong electrostatic interactions, and hence it can take a long
time to sample their full conformational space (long auto-
correlation time) and even longer to sample all populated
pairwise conformations (long pair correlation times). Thus,
a salt bridge may retain some memory of its initial
conformation, which will fade away on the time scale of
the pair decorrelation time (approximately). In practice, we
decided to use data from multiple simulations to penalize
this kind of undersampling in a novel way.

First, we first aggregate the counts for two degrees of
freedom from a set of simulations (sample ensembles) of
size nsims and calculate the mutual information for all the
simulations taken together. Intuitively, two torsions in
different simulations should not be correlated, as they should
sample their probability distributions independently. Any
nonzero (excess) mutual information between these torsions
is a measure of conformational undersampling bias that we
can subtract from the mutual information between the
torsions for the set of simulations. To correct the mutual
information for artifactual correlations caused by incomplete
sampling, we calculate the excess mutual information and
then subtract the average excess mutual information between
two degrees of freedom in different pairs of simulations
(when it is positive):

Here i and j correspond to the different torsions, l and k are
the indices of the pairs of different simulations, and Iind is
calculated for a pair of simulations just as the independent
information is calculated for a set of simulations using the
Monte Carlo recipe above, except that values of 〈Iind〉 lower
than the standard deviation of Iind are zeroed to reduce noise
from this term. For the mutual information between torsions
in different simulations, we use half as many bins (r′ ) r/2),
because the number of data points N′ for the histograms is
smaller than the total number of data points from all
simulations, N (N′ ) N/nsims). Significant mutual information
values are those that have passed the significance test vs the
null hypothesis, the Bayesian filtering using the alternative
hypothesis, and whose corrected excess mutual information
(eq 5) is greater than zero.

When we consider the mutual information between pairs
of residues, we take the sum of the mutual information
between pairs of residues’ torsions:

This may overestimate the total mutual information
between two residues, as we neglect the higher-order terms
in eq 1. Inclusion of statistically significant higher order terms
(which would require more data points) would further
increase the accuracy of the calculated mutual information
between pairs of residues. Nonetheless, our results below
show that our robust use of second-order terms is a powerful
means to identify residues with correlated conformations.

Molecular Dynamics Simulations. Molecular dynamics
simulations on interleukin-2 (IL-2), alone and in complex
with two ligands, were performed using GROMACS 3.355,56

and the AMBER-99� forcefield.57 Loops missing atomic
coordinates, such as residues 1-5, 75-76, and 99-102 in
apo IL-2, were closed using loop prediction via the Protein
Local Optimization Program (PLOP58). Protonation states
of histidine side-chains at pH 7 were given by MCCE:59,60

we modeled His16 as positively charged (residue name HIP)
and His55 and His79 as ε-protonated. Two ligand-bound
forms of IL-2 were prepared, with either Ro26-4550
(amino(3-(2-(1-methoxy-1-oxo-3-(4-(phenylethynyl)phenyl)-
propan-2-ylamino)-2-oxoethyl)piperidin-1-yl)methaniminium)61,62

bound to the competitive IL-2RR site (PDB 1M48) or
compound 7c (1-(3,4-dihydro-1H-pyrido[3,4-b]indol-2(9H)-
yl)-2-methoxyethanone) bound to the allosteric site.63 Com-
pound 7c was built from PDB 1NBP by modifying the
covalent compound 7t in the crystal structure to the nonco-
valent compound 7c in Maestro (Schrodinger, 2007), then
using PLOP loop prediction to optimize the loop from residue
29 to 33 and to fill in missing residues between residues 73
to 78, in each case simultaneously optimizing side-chains
within 12 Å of the given loop region. These ligands were
parametrized for MD by GAFF64 and assigned AM1-BCC
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charges.65,66 Each apo protein or complex was energy
minimized in explicit solvent using GROMACS, and five
copies of each of the three constructs (apo, competitive site
bound, and allosteric site bound) were equilibrated at 300 K
(with different random seeds) using constant volume for 10
ps and using a constant pressure of 1 atm for 100 ps using
the Berendsen barostat,67 with hydrogens constrained using
the Lincs algorithm.68 Equilibration of each simulation was
followed by a 10 ns production run, with snapshots of the
atomic coordinates recorded every 1 ps. Actual lengths of
individual simulations ranged between 9.6 ns and 11 ns for
technical reasons. RMSDs of the two compound binding sites
over the simulations showed that all of the five simulations
per apo or small-molecule bound construct were stable
(Supporting Information Figure 1).

Ensemble Docking. We clustered MD snapshots from the
IL-2 simulations with allosteric compound bound according
to the coordinates of residues in the competitive site using
QT clustering69 as provided in GROMACS (“g_cluster-
method gromos”). Then, to each cluster representative we
docked the Roche competitive site ligand Ro26-4550,61

which binds cooperatively with the allosteric ligand. This
ensemble docking was performed using the XGlide cross-
docking script (Schrodinger, 2007, Script Center XGlide v.
1.1.2.6, mmshare v. 16109, using inner and outer grid box
lengths of 10 Å and 18 Å, respectively).70

Results and Discussion

We applied our MutInf approach to elucidate the mechanism
of small molecule binding cooperativity in human interleu-
kin-2. Little is known about how binding of ligand at the
IL-2RR binding site enables binding of a small molecule
fragment to a cryptic allosteric site. These ligands bind at
least 6.5 Å apart at their closest approach in the predicted
ternary complex. Crystal structures of complexes of inter-
leukin-2 with small molecules bound to different sites did
not show substantial structural changes at the other sites
(maximum CR rmsd 0.88 Å at the allosteric site for apo PDB

1M47 and competitive-bound PDB 1M48). We therefore
hypothesized that allostery and cooperativity in IL-2 arises
largely from changes in dynamics and subtle population shifts
rather than a major change in the preferred backbone
conformation.28,38,39

We used molecular dynamics to study correlated motions
at the atomic level on a picosecond to nanosecond time scale,
and used our MutInf approach to analyze sets of 10 ns
trajectories of human interleukin-2, alone and in complex
with different small molecule binding partners. Our goal was
to show that MutInf can identify significant correlated
conformations for functionally important residues in simula-
tions whose lengths and recording frequencies are typical
of those in the current literature.

Mutual Information From Molecular Dynamics Identi-
fies Significant Long-Range Correlations. We first ana-
lyzed whether an unbiased, whole-protein analysis of cor-
relations between residues in interleukin-2 would be able to
identify cooperative sites and the correlations between them
from the apo simulations alone. For each pair of residues,
we calculate the mutual information as per (eq 6) between
all pairs of �, Ψ, and � torsion angles for our apo simulations
of interleukin-2. The mutual information is reported in units
of kT, because of the relationship between mutual informa-
tion and entropy (eq 1).

When we plotted the statistically significant mutual
information between pairs of residues’ torsions in IL-2, we
found that only a small subset of residue pairs are highly
correlated, while many are only marginally correlated (Figure
2A). A substantial part of the present work involved
incorporating more robust entropy estimators for calculating
the mutual information and filtering out insignificant cor-
relations with the help of empirical or approximated distribu-
tions under the null and alternative hypotheses. So, as a
control, we plotted the unfiltered mutual information between
residues’ torsions in Figure 2B. Protocols with and without
statistical filtering showed correlation between residues in
the loops after helix 1 and between helices 2 and 3 (Figure
2A and B, red boxes on the diagonal and off the diagonal,

Figure 2. Mutual Information captures significant correlations between residues in human interleukin-2. (A) Mutual information
between residues’ torsions computed using the present approach, with statistical filtering as detailed in Methods. (B) Same as
in A but without any of the aforementioned statistical corrections. (C) The model of full-length human interleukin-2 used in the
apo simulations, based on the crystal structure of apo IL-2 (PDB: 1M47). Residues surrounded by red boxes in A are colored
red, while residues correlated to these that are surrounded by blue boxes in A are colored blue.
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respectively, and Figure 2C, red residues). Our statistical
filtering, however, highlights these and removes background
noise; only a subset of the pairwise correlations between
residues in these regions make statistically significant
contributions to the conformational entropy. Moreover, our
MutInf approach identified significant correlations between
residues in the loop region between helices 2 and 3 and
residues in other regions, in particular residues in the floppy
N-terminal tail (Ser6, Thr7) and the beginning of the
N-terminal helix (11-15), residues in the loop between
helices 2 and 3, and residues in the C-terminal helix (Figure
2A, blue boxes, and Figure 2C, blue residues). The loop
between helices 2 and 3 displays significant variability in
the different crystal structures of IL-2 and is at least partially
disordered in most structures, indicating both that it is flexible
and that it can adopt at least several conformations. Residues

showing significant correlations near the C-terminus include
two residues in the loop before the C-helix (Glu100 and
Thr101), and residues along the C-helix (Arg120, Ile128,
and Leu132, proximal to IL-2’s negatively charged C-
terminus).

We compared our MutInf method to previously reported
methods for identifying correlated motions, in particular the
Gaussian Network Model (GNM) approach of Bahar and
colleagues71 and the Cartesian mutual information method
of Lange and Grubmüller.34 Both our method and the GNM

Figure 3. Comparison of pairwise, dynamical correlations between residues computed by alternative methods. (A) Absolute
value of the cross-correlation matrix computed using the Gaussian Network Model. (B) Mutual Information between residues’
CR Cartesian coordinates using the approach of Lange and Grubmüller.

Figure 4. Most of the significant correlations are between
distant residues. A 2-D histogram showing the number of pairs
of correlated residues vs CR separation and mutual informa-
tion value shows that the number and strength of correlated
pairs decreases only modestly with distance. For clarity, only
those pairs of correlations with a mutual information greater
than 0.25 kT are shown.

Figure 5. Several distant residues are highly correlated. (A)
Correlations greater than kT are shown only for IL-2 residues
whose R carbons are separated by more than 5 Å. (B) Dashes
connecting each pair of these correlated residues show long-
rage correlations across the length of the helical bundle.
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method suggested correlation between residues in the loop
after helix 1 and residues in the loop between helices 2 and
3 (red boxes on the diagonal and off the diagonal, respec-
tively, Figures 2A and 3A). We found that our approach
highlighted strong correlations and gave low background
noise, while the CR cross-correlation matrix using a GNM
(with 10 Å CR-CR cutoff) gave a noisier pattern of
correlations, as did Lange and Grubmüller’s mutual informa-
tion method applied to the Cartesian coordinates of CR atoms
(Figure 3B).

Our identification of significant long-range correlations led
us to investigate the distribution of correlations between
residue pairs as a function of distance between the residues’
CR atoms (Figure 4). As would be expected, the number of
weak correlations decreases as the distance between residues
increases. However, residues separated by substantial dis-
tances have correlations of 0.4 kT or more just as often as
residues separated by short distances.

Looking more closely, we see that there are strong
couplings between pairs of distant residues (Figure 5). Here,
we highlight correlations of magnitude greater than kT
between distant residues, namely those with R carbon

separations of more than 5 Å. Again, we observe strong
couplings between the N-terminus of helix A, Tyr31 at the
C-terminal end of helix A, and the adaptive loop region (74,
76-78), as well as between Gln74 and Glu100, and between
Glu100 and Ile128 near IL-2’s C-terminus. It is not surprising
that many of these residues are polar, as molecular dynamics
simulations include terms for long-ranged electrostatic and
ion-dipole interactions. Gaussian Network Models, on the
other hand, do not model such sequence-dependent, long-
range interactions, and so it is not surprising that the
correlations between distant residues are typically weak.
Electrostatic interactions can be both directly and indirectly
responsible for long-range correlations in residues’ confor-
mations; directly, through Coulomb’s law, and indirectly,
through a dynamic network of charged and hydrogen-
bonding polar residues, and through altering the first-shell
water structure around the protein (in simulations with
explicit solvent). Unlike charge-dipole or dipole-dipole
interactions, where the effective range decreases through
averaging over orientations,72 charge-charge interactions
retain their long-range nature even when averaged over
orientations.

Figure 6. Hierarchical clustering of significant mutual information values identifies allosteric sites. A hierarchically clustered
heatmap shows clusters (top left) of residues with similar patterns of mutual information across IL-2 residues. A close-up view
highlights numerous significant mutual information values between pairs of residues in two different clusters, red and blue.
These red and blue clusters are highlighted in a model of IL-2’s ternary complex (right). The strongest cluster (red sticks) chiefly
involves a loop enclosing the allosteric fragment’s binding site, and this cluster is correlated to a cluster (blue sticks) containing
two protein binding sites, the IL-2RR-receptor-binding/IL-2RR-inhibitor-binding site and the IL-2R�-binding site. The two compound
binding sites and the two protein-binding sites are directly correlated through the hydrophobic core (in the blue cluster), through
a highly flexible loop (in the red cluster), and crosstalk between these elements, seen in a close-up view of the matrix (bottom).
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Other factors that can give rise to correlated conformations
include hydrophobic packing and rigid-body motions of
semirigid secondary structure elements, such as R-helices.
We note that our approach does not typically show strong
correlations within semirigid elements such as R-helices or
the central hydrophobic core of the four-helix bundle. Two
possible reasons for this are because mutual information
values are not normalized quantities and because higher-
order correlations are not captured. As the maximum mutual
information between two residues is the minimum of their
self-entropies (flexibilities), residues that have higher self-
entropies (more flexible) can exhibit a greater magnitude of
coupling with other residues. This behavior is thermody-
namically appropriate because the un-normalized mutual
information is related to the configurational entropy (eq 1),
and not a normalized quantity. Furthermore, this behavior
is consistent with thermodynamic considerations in intrinsi-
cally disordered proteins, where disorder in one or both
domains serves to optimize allosteric coupling between the
sites.73 Such allosteric coupling does not require a network
of interactions linking the sites. In the present study on
interleukin-2, flexible resides at either end of a helix showed
couplings > kT in some cases while intervening helical
residues did not (Figure 5), because mutual information
values, unlike correlation coefficients, are not normalized for
residues’ self-fluctuations. We note that even normalized
pairwise correlations (i.e., Figure 3A) do not include the
higher-order correlations that would be expected within
semirigid elements, and while the Gaussian Normal Mode
results (with default cutoffs) show weak couplings between
the N-terminus of helix A and Tyr31 at the C-terminal end
of helix A, and between the adaptive loop region (74 and
76-78) and Glu100, these are not visibly distinct features
(Figure 3A). In any case, as the goal of our approach is to
identify correlations between the conformations of functional

sites on a protein, it is not necessary to identify all of the
residues that indirectly mediate such correlations, though this
is an area for future work. We will later examine coupling
between two small molecule binding sites in interleukin-2,
which are physically connected by flexible loops and side
chains, rather than semirigid secondary structure elements.

Hierarchical Clustering Indentifies Dynamic “Hot-
Spots” In Interleukin-2. For a site to be suitable for
allosteric inhibitor design, it must be both (1) allosteric,
causing shape or flexibility changes at other sites,1 and (2)
druggable, having the right shape and hydrophobicity for
drug-like small molecules.74 Here, our goal was to predict
which sites, when perturbed (by ligand binding for example),
were most likely to alter structure or dynamics at known
functional sites. To search for such sites, we wanted to
identify groups of residues responsible for correlations
between functional sites.

In biological networks such as protein-protein interaction
networks, functional connections between various proteins
are preferentially mediated by “hubs” that interact with a
greater than average number of partners.75 Similarly, func-
tional connections between various protein sites are thought
to be mediated by “hub” residues or clusters of residues.25,27

We hypothesized that clusters of residues correlated to many
other residues, that is, “dynamical hotspots”, could be
potential sites or mediators for allosteric modulation of other
sites. To find such “dynamical hotspots”, we performed a
hierarchical clustering of the matrix of mutual information
values between residues, in analogy to the analysis of
microarray data, using the “heatmap” function in R (http://
www.r-project.org/). We used a Euclidean distance metric
so that residues showing similar patterns of correlations with
other residues are clustered together. Interestingly, one cluster
of residues emerged with the strongest correlations within
cluster members and the strongest correlations to other
residues, and was previously found to be an adaptive region
that could bind a number of small-molecule fragments as
measured by Tethering experiments.62 Residues in this cluster
are colored red in Figure 6 and mostly reside in the flexible
loop between helices 2 and 3, with two in the N-terminal
floppy tail and one in the flexible C-terminal loop. Because
the mutual information between two torsions is less than
either of their self-entropies, it is not surprising that flexible
residues often have high mutual information with other
residues. This red cluster constitutes a “dynamic hotspot”
because it is highly correlated to other clusters of residues.
Furthermore, as this red cluster is correlated to the blue
cluster containing the IL-2RR inhibitor binding site, our
method predicts the red cluster to be a candidate region for
allosteric modulation of the IL-2RR site. Two similar clusters
can also be seen when mutual information values from
subsets of the five simulations are block-averaged (Support-
ing Information Figure 2). However, our approach does not
yet predict whether such a site would be druggable by small-
molecule allosteric modulators or contain “hotspots” of
affinity for protein-protein interactions.

Chemical Shift Perturbations Upon Binding Cor-
roborate Predicted Correlated Motions. While direct
experimental methods to identify correlated motions by NMR

Figure 7. Predicted couplings are consistent with regions
perturbed upon IL-2RR binding. Regions distant from the IL-
2RR receptor binding site that show substantial backbone
chemical shift perturbations upon IL-2RR binding61 roughly
correspond to regions with residues whose conformations are
correlated with residues in the IL-2RR binding site (predomi-
nantly residues in the “blue” cluster in Figure 6). Amides on
IL-2 whose resonances shifted by more than three linewidths
upon IL-2RR binding or fell below 7% of the original intensity
are shown as spheres. Residues from the “red and blue”
clusters shown in Figure 6 are colored accordingly. IL-2 is as
shown in cartoon and sticks as in Figure 6, while IL-2RR is
shown in green.

Correlations Between Allosteric Sites J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2495



are limited, one can use chemical shift perturbations and
changes in side-chain order parameters of residues outside
a binding pocket to identify population shifts in residues
within or proximal to allosteric sites that accompany ligand
binding. A study by scientists at Roche identified IL-2
residues showing backbone and side-chain amide chemical
shift perturbations upon binding IL-2RR receptor or IL-2RR-
competitive small molecule.61 For example, Tyr31, Gln74,
and Ser75 (in the strong cluster colored “red” in Figure 6)
show strong 15N/1H chemical shift perturbations following
competitive ligand binding, though these residues are not in
the competitive binding site. While ring current effects from
the ligand’s biphenyl group could contribute to these shift
perturbations, they are qualitatively consistent with our
prediction that these residues’ conformations are correlated
to the conformation of the IL-2RR binding site. Furthermore,
several residues or regions distal from the IL-2/IL-2RR
interface identified by our approach as highly correlated to
the “blue” cluster (encompassing many residues in the IL-

2/IL-2RR interface, PDB 1Z9276) showed substantial chemi-
cal shift perturbations upon IL-2RR binding (Figure 7).
Unfortunately, resonance overlap restricted the analysis of
chemical shift perturbations, notably in most of the flexible
loop in the red cluster, so we cannot test our prediction that
one would see many perturbations in the flexible loop. It is
important to note that none of the nine residues showing
insignificant chemical shift perturbations (Asn26, Thr37,
Met104, Cys105, Tyr107, Thr113, Ile122)61 appeared in the
red or blue highly correlated clusters.

Communication Between Cooperative Compound Bind-
ing Sites Involves a Polar, Solvent-Exposed Network
and a Greasy Core. In the previous sections, we used a
global description of pairwise couplings to identify putative
allosteric sites from correlations between clusters of residues.
Presently, we apply our method to study the mechanism of
coupling between two given allosteric sites. From our matrix
of pairwise correlations between residues in apo-IL2 and

Figure 8. Direct, pairwise correlations couple residues in the IL-2RR-competitive site (at the IL-2:IL-2RR interface) to residues
in the allosteric fragment-binding site (near the IL-2:IL-2R� interface). (Top left) Apo IL-2 is shown in green ribbon while
representative conformations of residues showing strong correlations within and between these sites are shown with lines.
Overlap between clouds of residues’ conformations suggest steric coupling, particularly in the greasy core, from Leu80 (orange)
and Ler85 (tan) to Phe78 (brown), to Tyr31 (magenta), to Met39 (yellow), and to Phe42 (red). (Top right) A subset of the full
matrix of pairwise correlations reveals direct correlations between residues in the two sites, with the labeled boxes showing
correlations within the allosteric site, within the competitive site, and between these two sites. (Bottom) A force-directed network
diagram77 for residues in these sites filtered for correlations of at least 0.05kT shows Phe78, Tyr31, Gln74, and Arg81 as central
“hub” residues mediating correlations between the sites.
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representative structures from the conformational ensemble,
we could infer a structural mechanism by which the two
small molecule binding sites might be coupled. In Figure 8
we show matrix elements corresponding to residues in the
IL-2RR-competitive site and residues in the allosteric site,
along with representative conformations of these residues.
These representative conformers were picked by clustering
the MD snapshots according to the rmsd of residues in the
red cluster that belonged to the highly flexible loop or were
proximal to the N-terminus.

Thermodynamically, the two sites are coupled directly
by the off-diagonal gray matrix elements in Figure 8 in
the box denoting “Correlations Between Sites”. These two
sites may also be coupled by higher-order terms involving
other residues, which our pairwise analysis does not
address (save for the hierarchical clustering which uses
patterns of correlation rather than the correlations them-
selves). From the representative conformations for these
residues in Figure 8, the two sites appear to be coupled
via a polar network on the protein surface and a greasy
core. Two residues are common to both binding sites,
namely Lys35 and Met39. The side-chain of Met39, for
example, can directly interact with both of the cooperative
small molecules, and will be discussed in more detail later.
A number of polar side-chains pointing toward the solvent
form a network of hydrogen-bonding and electrostatic
interactions. In particular, Gln74 (dark green lines)
samples a wide swath of conformations, sometimes
hydrogen bonding with basic residues in the competitive
site (Lys35, dark blue, and Arg38, light blue), and other
times hydrogen bonding with basic Arg81 (gray) near the
allosteric site. Also, correlations between residues in the

greasy core connect hydrophobic surfaces of both com-
pound binding sites; when bound, the allosteric or
competitive small molecule would be contiguous with this
hydrophobic network. Notably, the matrix elements show-
ing “Correlations Between Sites” indicate that the con-
formations of residues in the polar network and greasy
core are coupled. Thus, a more accurate mechanism for
the coupling would be that the two sites are coupled via
a polar network, a greasy core, and crosstalk between these
elements.

Ligand Binding At Allosteric Site Causes Rotamer
Population Shifts That Promote Competitive Site Inhibi-
tor Binding. The preceding analysis suggests that the two
sites are connected via correlated motions, and that this could
explain the observed allostery. To directly test our hypothesis
that the experimentally observed cooperativity between the
sites involves subtle population shifts in residues exhibiting
correlated motions, we performed additional simulations with
a competitive or an allosteric inhibitor bound, and asked
whether simulations with the allosteric inhibitor bound would
cause population shifts in the competitive site similar to those
observed in simulations with the competitive inhibitor.
Comparing the crystal structures of apo IL-2 (PDB 1M47)
to competitive-site-inhibited IL-2 (PDB 1M48), we note that
the motion of two side chains, Met39 and Phe42, opened up
a binding groove for the ligand that was closed in the apo
structure.

We then asked whether population shifts caused by
allosteric ligand binding would help open up the competi-
tive site for competitive ligand binding. To address this
question, we examined side-chain torsion angle distribu-

Figure 9. Compound binding to the allosteric site causes a population shift in the conformation of hot-spot residue Phe42 that
favors binding compound at the IL-2RR-competitive site. (Top) Conformations of Phe42 in apo and compound-bound crystal
structures (PDB IDs 1M47, 1M48, and 1NBP, respectively). (Bottom) Histograms of Phe42’s �1 angle from MD simulations. Red
boxes highlight the �1 population selected by ligand binding at the competitive site.
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tions for Phe42 and Met39 in simulations with compound
at either site and compared these to distributions from the
apo simulations (using histogram bins of 6 degrees and
10 ps time intervals). The populations of side chain
dihedrals angles in Phe42 and Met39 show substantial
differences between the apo protein and the protein bound
with competitive and allosteric inhibitors (Figures 9 and
10). Interestingly, the populations observed for the allos-
teric compound-bound protein are intermediate between
apo IL-2 and competitive-site-bound IL-2. Phe42, a hot-
spot residue critical for ligand binding and protein binding,
adopts a different �1 rotamer for ligand binding than it
does for protein binding, which is more similar to the apo
rotamer (Figure 9). The �1 rotamer selected by ligand in
competitive-site-bound simulations (100% population) was
more populated (89%) in allosteric-bound simulations than
in apo simulations (39%), showing a population shift
caused by allosteric compound binding.

We predict that Met39 is an important mediator of
binding cooperativity because its conformation is cor-
related to that of Phe42 and because it shows �1 and �2

population shifts upon allosteric compound binding in the
same direction as population shifts from the apo to
competitive inhibitor-bound distributions. In crystal struc-
tures, Met39 adopts similar conformations in complexes

with competitive inhibitor or allosteric inhibitor that both
differ from the conformation in the apo structure. Met39
is in an “up” conformation in the apo structure, packed
against hot-spot residue Phe42. In competitive inhibitor-
bound structures, the side-chain of this Met moves down
to slightly enlarge the pocket for a ligand aromatic ring,
while in the allosteric-bound structure, the Met side chain
moves down to interact weakly with the ligand and fill in
part of the hydrophobic pocket opened to accommodate
the ligand (Figure 10). Interestingly, this Met39 is not
critical for a high-affinity competitive ligand to bind at
the competitive site,78 presumably because mutating it to
alanine would simply make that hydrophobic pocket a little
larger. However, it is currently unknown whether this
residue is required for allosteric ligand binding or for the
binding cooperativity, as we predict. Our calculations
indicate that cross-talk contributing to cooperativity
involves not only the greasy core (of which Met39 and
Phe42 are a part) but also the loop between helices 2 and
3 and a polar network involving a number of basic residues
on the protein surface. This hypotheses could be further
tested by conservative mutations of residues such as
Gln74, which is not part of either ligand’s binding site,
Lys35, whose alkyl tail but not polar head contacts
compound 1 in the crystal structure, or Met39, whose

Figure 10. Compound binding to the IL-2RR site or to the allosteric site selects conformations of Met39 favorable for binding
compound at the other site. (Top) Conformations of Met39 in apo and compound-bound crystal structures (PDB IDs 1M47,
1M48, and 1NBP, respectively). (Bottom) Histograms of Met39’s �1 and �2 angles from MD simulations. Orange boxes in �1 and
red boxes in �2 highlight populations suppressed in ligand-bound simulations.
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alanine mutation only shows a slight effect on competitive
ligand binding.79

Conformational Selection In Silico by Allosteric
Ligand. The preceding analysis suggests that binding at the
allosteric site can positively modulate binding at the com-
petitive site through changing the distribution of side chain
rotamers. To more directly assess the relationship between
these relatively subtle changes and ligand binding, we have
performed small-molecule docking against snapshots from
the MD simulations (Figure 11). Although the scores from
docking to MD snapshots cannot be interpreted as accurate
binding affinities, we use them as way of qualitatively

assessing whether the conformation of the site is appropriate
for binding the competitive inhibitor. Because this site
consists of many flexible side-chains, rmsd of the competitive
binding site residues to the complexed crystal structure was
not an appropriate measure of whether the competitive site’s
conformation was favorable for competitive ligand binding.
We found that the best-scoring docked pose roughly super-
imposes with the crystal ligand (2.8 Å rmsd without fitting,
1.4 Å rmsd with rotational/translational fitting, Figure 11C).
The cluster of MD snapshots with the best-scoring docked
ligand represented 0.033% of total snapshots. Thus, our
relatively short molecular dynamics simulations sampled
conformers suitable for binding competitive site ligand at
300 K in the presence of allosteric ligand, enabling us to
create a model of the ternary complex (Figure 11C and the
Supporting Information).

Conclusions

We have reported novel improvements to mutual informa-
tion calculations that make them robust enough for
relatively short molecular dynamics simulations and have
applied our MutInf method to interrogate the mechanism
of small molecule binding cooperativity in human inter-
leukin-2. We found better separation of signal from noise
in our matrix of correlations between pairs of torsions than
in similar matrices that examined backbone CR correla-
tions. We identified not only local correlations in sequence
and in distance space but also long-range correlations.
Clustering the matrix of mutual information between
residues, we identified a few clusters whose residues
showed strong patterns of correlations. Two of these
clusters highlighted key functional sites, namely the IL-
2RR-competitive protein interface/inhibitor binding site
and a highly flexible loop that has to move to reveal a
cryptic binding pocket for the allosteric ligand. Further-
more, we found that the conformations of a number of
pairs of residues in these two functional sites were strongly
correlated.

As MutInf identified known cooperative binding or
functional sites within the top clusters and correlations
between them, we believe that this approach will be useful
in identifying novel allosteric sites for proteins or for small
molecules. For example, we predict potential allostery
between the flexible loop surrounding the allosteric com-
pound binding site and the N-terminus of helix 1, the loop
region around Glu100, and the C-terminus. Our prediction
is further supported by the observation that all of these
regions showed significant backbone NMR chemical shift
perturbations upon binding of the IL-2RR receptor.61 How-
ever, the biological roles of these regions are not clear. The
C-terminus of IL-2 interacts weakly with the γc receptor75,80,81

(KD ≈ 0.7 mM) and independently of IL-2RR binding. NMR
chemical shift perturbations and isoelectric point changes
upon addition of methionine to IL-2’s N-terminus suggested
a potential interaction between the N- and C-termini of apo
IL-2 in solution.82 Intriguingly, Thr3 is a site on human IL-2
that is variably glycosylated;83 in mice, the N-terminus is
longer and displays substantial sequence and glycosylation
pattern variability, which in turn impacts IL-2’s function in

Figure 11. Docking using Glide XP selects a holo-like
conformation from an MD ensemble. (A, B) Plots of docking
score vs ligand rmsd to the forcefield-minimized cocrystal
conformation show that the best-scoring docked poses, from
simulations with B but not without A, allosteric compound
bound had relatively low rmsd values. The best-scoring pose
is circled. (C) Molecular dynamics snapshot from a simulation
of IL-2 with bound allosteric fragment is shown with docked
(yellow) vs superimposed X-ray (magenta) conformations of
a micromolar small molecule inhibitor of IL-2RR binding.
Though the absolute rmsd for this ligand is 2.9 Å (1.6 Å rmsd
after fitting), it has a binding mode very similar to that of the
crystal ligand.
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type I diabetes in mouse models.84,85 An important caveat
is that correlated motions are necessary but not sufficient
for biologically relevant allostery.

Though our statistical filtering enables us to find
significant correlations in relatively short simulations, in
applications where accurate total conformational entropy
is desired, multiple longer simulations may be required
to obtain absolute total entropy values that all converge
to the same value, and higher-order terms might be needed.
Nonetheless, our approach is useful in determining which
residues or groups of residues show correlated conforma-
tions and which residues may mediate crosstalk between
functional sites. One caveat is that MutInf focuses on
coupled residue conformations rather than on vibrations,
and so we may not efficiently capture the role of semirigid
elements in mediating correlations between more flexible
sites. Though we did not look at motions faster than 1 ps,
these are likely not as critical for ligand binding cooper-
ativity in interleukin-2, where the residues linking the sites
are primarily in flexible loops and have flexible side-
chains. In general, however, such faster-time scale motions
can help mediate cooperativity between more flexible sites,
and so future work is needed to properly account for these
in our approach.

Our calculations suggest that small molecule binding
cooperativity in human interleukin-2 involves subtle popula-
tion shifts and correlated conformations of two binding
pockets coupled through a greasy core and a solvent-exposed
polar network. New biophysical techniques to directly
measure correlated motions by NMR would be useful in
testing our predictions about correlated motions that couple
allosteric sites.
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Abstract: The generation of computational models is an alternative route to obtain reliable structures
for the oligomeric state of membrane proteins. A strategy has been developed to search the
conformational space of all possible assemblies in a reasonable time, taking symmetry considerations
into account. The methodology tested on M2 from influenza A, shows an excellent agreement with
established structures. For Vpu from HIV-1 a series of conformational distinct structures are proposed.
For the first time a structural model for a fully assembled transmembrane part of 3a from SARS-
CoV is proposed.

Introduction

Membrane proteins represent a huge challenge in terms of
experimental and computational structure generation. As the
proteins are located at the lipid-protein interface their
structure is adapted to this special environment. This special
environment has to be taken care of by modern structural
biological techniques including computational methods.

The biophysical properties of the lipid membrane are imposed
by the topology of its constituents and generate a hydrophobic
core flanked by two hydrophilic slabs, the hydrophilic head-
group regions. Despite its complexity this environment confines
the dynamics of the proteins mostly into two dimensions. The
confinement reduces the conformational search space in com-
putational methods by one dimension and allows for efficient
sampling being a highly exhaustive search otherwise.

Membrane proteins from viruses, such as M2 from
influenza A,1-3 Vpu from HIV-1,4,5 and the more recently
discovered 3a protein from SARS-Co virus,6 which are
known to homo-oligomerize, are used to develop a strategy
to generate plausible assemblies on an atomic level.

Plausible oligomers for the transmembrane (TM) part of
Vpu7 had been suggested using a global search protocol.8 In
the protocol a limited number of structures are generated and
subject to a simulated annealing and energy minimization
procedure allowing a significant rearrangement of the initial
structures. In a similar approach bundles for M2,9 Vpu,10-13

and the monomeric part of p7 from HCV14 had been generated

using simulated annealing combined with short molecular
dynamics (MD) simulations. A recent study on M2 from
influenza A, glycophorin A. and phospholamban employed a
replica exchange approach starting from 16 distinct structures
using an implicit membrane approximation.15 Although the
structure optimization algorithm is significantly more sophis-
ticated, still only a partial sampling of the conformational space
is possible. The relevance of the monomer conformation for
the total energetic was examined among other aspects in a study
on the glycophorin dimer.16 With 324 distinct initial structures
only a partial coverage of the conformational space can be
assumed. The work of Bowie and co-workers on M2 from
influenza A, glycophorin A, and phospholamban as well as other
TM proteins evaluates the interaction between two initial TM
helices with meticulous Monte Carlo simulations.17-19 The
models are then duplicated around a central symmetry axis to
generate larger assemblies.

Mentioned methods probe only a limited number of bundle
conformations. In the approach described in this study the
search is extended to cover a fine grained range of distances,
helical rotation, and variation in tilt angle covering the whole
conformational space of the assembly. With this method
several hundreds of thousand conformers are obtained for
which the potential energy is then calculated and the bundles
are ranked accordingly. M2 is taken as a test case to
‘validate’ the quality of the approach. The study includes a
first structural model of the 3a protein from SARS-CoV
which has been proposed to have three membrane spanning
parts.6

* Corresponding author phone: +886 - (0)2 2826 - 7394; fax:
+886 - (0)2 2823 - 5460; e-mail: wfischer@ym.edu.tw.

J. Chem. Theory Comput. 2009, 5, 2503–2513 2503

10.1021/ct900185n CCC: $40.75  2009 American Chemical Society
Published on Web 08/12/2009



The method can be easily adapted to generate any other
membrane protein assembly and thus opens the door for
extensive use also in high throughput approaches in
proteomics.

Computational Methods

Secondary Structure Prediction and Monomer Model-
ing. The following ideal helices of M223-43 (SDPLVVAA30

SIIGILHLIL40 WIL) (see also refs 20 and 21), Vpu1-32

(MQPIPIVAIV10 ALVVAIIIAI20 VVWSIVIIEY30 RK),13,22,23

3a-TM139-59 (AS40 LPFGWLVIGV50 AFLAVFQSA), 3a-
TM279-99 (FI80 CNLLLLFVTI90 YSHLLLVAA), and
3a-TM3105-125 (FLYLYA110 LIYFLQCINA120 CRIIM)6 were
generated with backbone dihedrals of φ ) -65° and ψ )
-39° using the program MOE (Molecular Operation Envi-
ronment, www.chemcomp.com).

For the prediction of the TM parts of 3a from SARS-CoV
different secondary structure prediction programs were used
(Figure 1): Membrane Protein Explorer (MPEx, http://
blanco.biomol.uci.edu/mpex/24), Dense Alignment Surface
prediction of TM regions in proteins (DAS, www.enzim.hu/
DAS/DAS.html25), TMpred (prediction of transmembrane
regions and orientations, www.ch.embnet.org/software/
TMPRED_form.html26), TMHMM (prediction of transmem-
brane helices, www.cbs.dtu.dk/services/TMHMM/27), and
HMMTop (prediction of transmembrane helices and topology
of proteins, www.enzim.hu/hmmtop/index.html28). They
were used with their default setting, and no further adjust-
ments were made. For technical details and algorithm
description please refer to the cited literature.

Monomer Equilibration. Prior to any assembly all
monomers have been simulated for 10 ns in a fully hydrated
POPC bilayer to achieve well equilibrated monomers and
to confirm helical stability. The topology for the lipid bilayer
(POPC (16:0-18:1 diester PC, 1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine) was created on the basis of the
parameters of Chandrasekhar et al.29 The stability of the
bilayer was confirmed by a 70 ns MD simulation.30

The monomers were inserted into the POPC bilayer, and
a stepwise energy minimization and equilibration protocol
was used.30

All MD simulations were carried out under GROMACS
3.3.2 with the Gromos96 (ffG45a3) force field. The tem-
perature of the peptide, lipid, and the water molecules were
separately coupled to a Berendsen thermostat with a coupling
time of 0.1 ps. Full isotropic pressure coupling was applied
with a coupling time of 1.0 ps and a compressibility 4.5e-5
bar-1. Long range electrostatics were calculated using the
particle-mesh Ewald (PME) algorithm with grid dimensions
of 0.12 nm and interpolation order 4. Lennard-Jones and

short-range Coulomb interactions were cut off at 1.4 and
0.8 nm, respectively.

Assembly. For each of the TM parts of the individual
proteins the starting structure for the assembly was the
average structure of a principal component analysis (PCA)
over the backbone atoms of the whole 10 ns equilibrations.
PCA was carried out using the program g_covar from the
GROMACS-3.3.2 package. The overall rotational and trans-
lational motions were removed by fitting the peptide structure
of each time frame to the starting structure.

The following sequences for each of the TM parts were used
for the assembly: M223-43 (SDPLVVAA30 SIIGILHLIL40

WIL), Vpu8-26 (AIV10 ALVVAIIIAI20 VVWSIV), 3a-
TM139-59 (AS40 LPFGWLVIGV50 AFLAVFQSA), 3a-
TM279-99 (FI80 CNLLLLFVTI90 YSHLLLVAA), and
3a-TM3105-125 (FLYLYA110 LIYFLQCINA120 CRIIM). As
partial unwinding and strong interaction of the N- and C-
terminal residues with the lipid headgroups occurs it was
required to shorten the TM parts for the assembly to focus on
the main helical core. The truncated residues were not explicitly
blocked or protonated and kept neutral.

The helical backbone structure is aligned along the z-axis.
The absolute rotational orientation was irrelevant for the
following steps, but for each data set the same orientation was
used to retain its consistence. The homo-oligomeric assembly
was considered to be symmetrical toward the central pore axis
(C4, C5 symmetry). Multiple copies of the starting helix were
placed in the xy-plane with respect to interhelical distance,
relative rotational angle, and tilt toward the z-axis (here also
the membrane normal). The construction of either a trimer,
tetramer, or pentamer followed basic geometry with interhelical
separation angles of 120°, 90°, and 72°, respectively. The
influence of the crossing point, here the point where the xy-
plane cuts the starting structure, was also evaluated. To cover
weak and tight packing interhelical distances in the range from
8 to 12.5 Å were sampled. Due to symmetry all monomers
were rotated around their own helical axis in the same sense
with respect to the central pore axis. In the case of hetero-
oligomers, e.g. 3a from SARS-CoV it was necessary to sample
separate rotation angles for each monomer. As there was no
absolute orientation of the monomers with respect to the angle,
it was chosen arbitrarily but always in the same way to retain
the consistence of the specific data set. A further simplification
was to use only one uniform interhelical distance for the 3a
trimer.

After each positioning, the side chain atoms were recon-
structed with a relative orientation considered as the most
probable by the rotational library integrated in MOE. After
an energy minimization of not more than 5 steps of either/
and steepest descend and conjugated gradient the potential

Figure 1. Prediction of the TM parts of 3a from SARS-CoV using different secondary structure prediction programs. The
highlighted bold residues reflect the consensus sequence and are used for MD simulations and assembly.
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energy was evaluated according to the united-atom Engh-
Huber force field31 in vacuum without any solvent or lipid
present (see the Supporting Information).

To sample the whole conformational space of the bundles
each of the degrees of freedom was varied stepwise (inter-
helical distance 0.05 Å, rotational angle 2°, and tilt 4°). The
actual step width for each degree of freedom was evaluated
and adjusted with preliminary runs to balance accuracy and
performance. For M2 it was possible to limit the angle search
to 120° since His-37 and Trp-41 play an important role in
the proton conductance through the pore and have to face
inward. The tilt search was restricted to 32 to 42° (positive
and negative) and a distance restraint between His-37(Nδ)
and Trp-41(Cγ) of 3.9 Å was applied, due to experimental
evidence.32,33 For Vpu and especially 3a less data were
available so a more extensive search had to be carried out.
Depending on constrains on the search space hundreds of
thousand different conformers were created each character-
ized by the set of three or more degrees of freedom and the
corresponding individual energy value. In this way for M2
147620, for Vpu 343900, and for 3a 3686058 conformers
were generated. The small step size guaranteed high accuracy
in determining local minima on the complex high dimen-
sional energy landscape of the assembly process. Further
details of the algorithm including a detailed Entity-Relation-
ship-Model (ERM)34 are available in the Supporting Infor-
mation.

The simulations were run on a DELL Precision 490n
workstation and on facilities of the Paderborn Center for
Parallel Computing PC2 (http://wwwcs.uni-paderborn.de/
pc2/). Plots and pictures were generated using xmgrace,
VMD, POV-Ray, and MOE.

Results

The multistep method is driven by the full exploration
of the conformational space of the assembly of the TM parts.
The steps can be described as following:

(i) TM Prediction: based on either experimental results
or a series of secondary structure prediction programs.

(ii) Equilibration: 10 ns MD simulations of the monomer
in a fully hydrated lipid bilayer and generation of an averaged
structure based on PCA analysis.

(iii) Assembly: selection of the core TM spanning part
for the bundle assembly and sampling the whole conforma-
tional space along the essential degrees of freedom.

Transmembrane Prediction for 3a. Prior to assembly
trials the length and amino acid composition of all TM parts
of the protein has to be known. The TM parts of M2 and
Vpu are experimentally described in the literature (for
reviews see refs 35 and 36). 3a from SARS-CoV has been
newly discovered, and structural data are still lacking.
Therefore a series of TM prediction programs all basing on
different algorithms has been used (Figure 1). All predict
three TM parts (TM1, TM2, and TM3) of various lengths.
The only exception is HMMTop which predicts only the
first two parts. The consensus length of the TM parts is
calculated to be of 21 amino acids for each of the parts and
predicted to have the following sequence: 3a-TM139-59 (AS40

LPFGWLVIGV50 AFLAVFQSA), 3a-TM279-99 (FI80 CN-
LLLLFVTI90 YSHLLLVAA), and 3a-TM3105-125 (FLY-
LYA110 LIYFLQCINA120 CRIIM).

Assuming a helical secondary structure the length of the
predicted TM parts would correspond to a length of 34 Å
which is slightly shorter than a typical lipid thickness of
DPPC or POPC with 36 Å. As the protein can develop
significant tilt angles it may be the case that further residues
interact directly with the lipid, specifically the lipid headgroup.

Equilibration. The monomeric proteins of M2, Vpu, and
3a (each of the three membrane spanning parts separately)
had been embedded as ideal helices in a fully solvated POPC
bilayer and equilibrated for 10 ns. A principal component
analysis (PCA) was carried out on each of the data sets. The
eigenvectors of the covariance matrices of positional fluctua-
tion give the direction, while eigenvalues quantify the
magnitude of the fluctuation. The average structures derived
by this method, which are used for the assembly later, reveal
that the helical motif remains intact (Figure 2). Some bending
and in the case of Vpu also the development of a kink can
be observed (Figure 2, see also ref 30). The deviations from
the idealized R-helical starting structure are minor but are
expected to have an impact on the packing during pore
formation. The Root Mean Square Deviation (rmsd) between
the starting structure and the averaged PCA structure based
on the CR-atoms lies within the following range: 0.98 (M2),
0.78 (Vpu), 0.30 (3a TM1), 0.43 (3a TM2), and 0.29 (3a
TM3).

At the N- and C-termini minor unwinding can occur, due
to strong interaction of polar/charged residues with the lipid
headgroup (data not shown). To avoid clashes and artificial
bumps during the assembly stage only the core portion of
each peptide is used. For the 32 residue Vpu peptide the
first and last 6 residues are being omitted, finally using 18
residues. M2 and the three membrane spanning parts of 3a
have been used in their original length of 20 or 21 residues.

Assembly. The assembly of multiple monomers to form
a pore structure has been carried out in the simulation
package MOE. Based on its Scientific Vector Language
(SVL) existing functions of MOE have been combined that
the monomers can be placed in a defined way around the
coordinate origin. The distance between the monomers,

Figure 2. Overlay of the initial ideal helices (red) and the
corresponding monomers (green) after MD equilibration which
are then used for the assembly protocol.
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the angle, and the tilt relative to the membrane normal are
varied systematically as described in materials and methods
(Figure 3).

A major aspect of this approach is to consider homo-
oligomers as symmetrical toward their central pore axis (e.g.,
C4, C5 symmetry). Moreover the dynamics of the monomers
are limited to the two-dimensional plane of the lipid bilayer.
Therefore it is sufficient to use two degrees of freedom (angle
and tilt) to describe the rigid body rotations instead of the
usual three Euler angles. These assumptions drastically
narrow the search space and enable the creation of reasonable
results in an acceptable sampling time, usually hours up to
a few days.

Furthermore at this stage it is possible to include restraints,
as far as they are known from e.g. NMR experiments, to
narrow the search even more.

Distance, Angle, Tilt, and Crossing Point. The distances
between packed helices in TM proteins usually show values
around 10 Å which is within the range of the 8 to 12.5 Å
covered in this study. As each protein has its own chara-
cteristics, it is often possible to restrict the distance search
to a smaller portion. In the case of the 3a heterotrimer of
SARS only one uniform distance was used to simplify the
protocol. Preliminary tests have shown that variation in the
distance between the three helices is below 0.1 Å and
therefore insignificant (data not shown).

The angle for the rotation of each monomer around its
own helical axis is sampled for full 360°. Only one value
per conformation has to be covered for homo-oligomers, as
due to symmetry all monomers are oriented in the same way
toward the central pore axis. In cases like M2 from influenza,
it is possible to narrow the search space significantly, as it
is known from experiments which residues have to be pore
lining. His-37 and Trp-41 have been found to play an
important role in the proton conductance through the pore32,33

by facing inward into the lumen of the pore. This allows
narrowing the search by 2/3 to 120°. In the case of hetero-

oligomers for each nonsymmetrical monomer it is required
to sample an individual angle, e.g. 3a from SARS.

The tilt describes the orientation of the helical axis toward
the membrane normal. As membrane proteins can develop
significant tilts up to 50° it is also required to sample this
dimension of the conformational space in a sufficient way.
One has to distinguish between left handed helices with
negative tilt values and right handed with positive tilt values.

Moving the crossing point did not show major influence
on M2 or Vpu assembly. Moving it up or down by 2 Å did
not affect the position or the depth of minima in the energy
landscape. Considering the symmetric pressure profile in lipid
bilayers it seems to be very likely that proteins also have to
show similar symmetry. Extreme values for the crossing point
would lead to a tepee-like conformation, which is unsym-
metrical toward the bilayer and only could be created by
the presence of rigid extra membrane parts enforcing such
an asymmetry. For the proteins studied in this paper this is
considered to not be the case.

Influenza-M2. The calculated data for the assembled pore
models of M2 indicate one dominant conformation indepen-
dent of the usage of a distance restraint (Figure 4). This
structure is compared to the two available M2 TM part
structures derived from NMR data: 1NYJ, which is described
as a presumably closed state of M2,37 and 2H95, which
represents the open state with a bound channel blocking
inhibitor.38

Comparison of the monomers of the structures reveals a
high degree of structural overlap based on the calculated rmsd
with respect to the CR atoms in Å (Table 1). The values are
in the range of 0.483 to 0.773. The comparison with the
‘closed’ structure (1NYJ) shows lower rmsd values of 0.483
and 0.528 than with the ‘open’ structure (2H95) with rmsd
values of 0.773 and 0.735. Internal comparison of the
restraint and unrestraint data shows a rmsd value as low as
0.420. It is noteworthy that the two NMR structures differ
by 0.789, the highest value in this data set.

All rmsd values for the complete bundles are higher (Table
1). Comparison of the computational generated models and
the NMR based structures reveals that the computational
models match better with the open ligated NMR model
(2.676 with restraints, 2.086 without restraints) than with the
closed unligated model (12.765 with restraints, 12.550
without restraints). The difference between the two computed
models is the lowest with a value of 1.731 and between the
two NMR models the highest with 13.136.

A slight bend found in M2 in the NMR data is reproduced
by the computational derived monomer after the 10 ns MD
equilibration in POPC (compare Figure 2, further data not
shown).

Comparing the equilibrated monomers with experimental
structures (1NYJ and 2H95) excellent overlap and very low
rmsd values can be observed. When comparing the complete
tetrameric pores the values are significantly higher. Taking
the size and topology into account, it has to be concluded
that rmsd values above 10.0 indicate significant structural
differences but not necessarily indicating a dramatically
different topology (Figure 5). Although the CR-rmsd between
1NYJ and the computational models is relatively high with

Figure 3. Distance, rotation (angle), and tilt of the TM parts
are varied systematically (upper row) to generate e.g. homo
tetra- or pentameric bundles of M2 and Vpu and to pack the
monomeric trimer of 3a (lower row). White arrows indicate
the direction toward the C terminus.
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12.765, or respectively 12.550 without constraints, the
orientation and shape of the pore are in good agreement.
The similarity is even better when compared to the open

NMR structure 2H95 (figure not shown). On the molecular
scale all amino acids are in places which are supported by
experimental evidence and hypothesis.

Figure 4. Accumulated energy plots for M2 (a) without restraints and (b) with distance restraint of 3.9 Å between His-37(Nδ)
and Trp-41(Cγ). The distance restraint sharpens the energy surface. Comparison of the energy landscapes for the best ranked
conformation (arrow) (c) without and (d) with side chain distance restraint for M2 from influenza. The coloring scheme is similar
for both cases but covers different energy ranges.
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The energy contour plots for the three degrees of freedom,
distance, angle and tilt are shown in Figure 4. The gap of
data in the energy/tilt plot (Figure 4a,b, right graphs) results
from the restriction of the search space to 32 to 42° due to
experimental evidence.32,33 The minimum for positive tilt
values representing right handed bundle assemblies is
dominant. In the angle/energy plot four minima can be
identified, with one of them containing a structure with the
lowest energy of -3860 kJ/mol. Since the other minima are
at significantly higher values and located in more narrow
minima, they can be rejected as reasonable ‘low-energy’
structures. The first rank structure (-3860 kJ/mol) is found
at an interhelical distance of 10.5 Å, a rotational angle of
16° with a tilt of 35°. For the bundle with restraints of 3.9
Å between His-37(Nδ) and Trp-41(Cγ) the first rank structure
has an energy of -4425 kJ/mol, interhelical distance of 9.8
Å, and angle and tilt values of 25° and 35°. As the application
of a restraint alters the potential energy of these bundles in
terms of the force field, the resulting single point energies
for the restraint and unrestraint bundle cannot be compared
directly. It can be stated that the restraint model allows a
slightly tighter packing.

The three-dimensional color coded energy contour map
shows that the energy is only favorable within a narrow range
of the angle (Figure 4c,d). This is shown by the sharp valley
of lower energy values indicated from green to deep blue.
For the tilt the green/blue area representing the low energy
structures is less sharply defined as for the angle but clearly
localizes all low energy structures on the same spot.

HIV1-Vpu. For the different energy plots in Figure 6
several minima are observed each corresponding to a
different structure. Especially for the angle values (Figure
6a, middle plot) a characteristic pattern with several minima
(around 76, 164, 188, 192, and 326°) is observed. The
differences in energy are about 75 kcal/mol between the five
best structures, each standing representative for the conform-
ers clustering around it (Figure 6b). These five structures
adopt tilts of -28, -16, -4, 16, and 24° (Figure 6a, right
plot). In contrast to these large differences the interhelical
distance between these conformations is relatively small and
ranges from 8.55 to 10.30 Å (Figure 6a, left plot).

With respect to the angle the energy surface expresses
narrow valleys which are separated by high energy barriers
(Figure 6c). In order to pass from one valley to another, the
interhelical distance has to be changed by more than 2 Å.
With respect to the tilt the low energy regions are wider and
shallower, covering a larger range of the tilt (Figure 6c).
Thus, changing the tilt is possible over a larger range by
only slightly changing the interhelical distance. It is therefore
suggested that a possible gating mechanism is rather via
changing the tilt than the angle.

Based on the analysis of the various energy plots the five
best structures are shown in Figure 6b. Solely based on the
energy it is not possible to favor one structure over the other.
Also considering structural aspects like the minimum pore
radius or side chain hydrophilicity (data not shown) does
not lead to any preference as illustrated by the following
examples: Model 1 has the bulky tryptophan’s facing into
the pore, but with nothing obstructing their move ability to
potentially function as gate. In model 4, hydrophilic Ser-24
are facing the lumen of the pore, but they form hydrogen
bonds with neighboring carbonyl backbone oxygen’s making
it unlikely that they take part in any gating mechanism. Thus,
further functional analysis is necessary to evaluate the
bundles.

SARS-CoV-3a. The Monomeric Subunit. Currently, there
is no structural information available on an atomistic level. For
the present investigation each of the membrane spanning part
is considered to be helical. Throughout the 10 ns simulation
the helicity of the individual helices remains intact.

In contrast to M2 and Vpu three different angles have to
be considered, since there is no symmetry due to the different
amino acid composition of each membrane spanning part
(TM1, TM2, and TM3). The plot distance versus energy
shows an almost linear decrease in energy when the helices
approach each other (Figure 7a, first plot). In the range 10.4
to 10.7 Å a minimum is observed. Plotting the angle TM1
versus energy, similar to Vpu several minima, distinct from
each other are observed with a dominant minimum at 150°
(Figure 7a, second plot). For angle TM2 a single minimum
around 0° is observed (Figure 7a, third plot). Rotating TM3

Table 1. Crosswise Comparison of the CR-RMSD between
Experimental (1NYJ,37 2H9538) and Computational
Structures for the Monomers (Upper Panel) and the
Tetrameric Bundles (Lower Panel) of M2 from Influenza

rmsd monomer
1NYJ -
2H95 0.789 -
w.a restraint 0.483 0.773 -
no restraint 0.528 0.735 0.420 -

1NYJ 2H95 w.a restraint no restraint

rmsd tetramer
1NYJ -
2H95 13.136 -
w.a restraint 12.765 2.676 -
no restraint 12.550 2.086 1.731 -

1NYJ 2H95 w.a restraint no restraint

a w ) with.

Figure 5. Superposition of 1NYJ (red37) with the best rated
model according to the assembly protocol (green).
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proposes a range from 50 to 150° which results in low energy
structures (Figure 7a, fourth plot).

Analyzing the dependency on the tilt it has been observed
that only small values of 0 ( 2° occur for the low energy
structures (plot not shown). Larger values as observed for

M2 and Vpu seem to be unlikely as they would decrease
the tight packing for the three membrane spanning parts of
the monomer.

In summary, it appears that the angle values of TM1 150°,
TM2 0°, and TM3 50-150° define the location of the global

Figure 6. (a) Accumulated plots for distance, rotation, and tilt for Vpu from HIV-1. The contour of the plots indicates the probability
of a ‘good’ conformation. (b) Structural model of the five best models. Trp-23 is highlighted in blue and Ser-24 in red. (c) Energy
landscapes for the five most probable conformers of Vpu form HIV-1.

Figure 7. (a) Accumulated plots for distance and rotation for each of the three membrane spanning parts for the monomer of
3a from SARS-CoV. The contour of the plots indicates the probability of a ‘good’ conformation. (b) Energy plots for the assembly
of four subunits of SARS-CoV-3a forming a full pore. Only one clear minimum with respect to the angle is observed. The energy
values for the best ranked model (see Figure 8) are marked with an arrow.
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minimum for the monomer of 3a from SARS. The global
minimum structure shows a clustering of hydrophilic residues
alongside of the monomer assembly. Mapping of these
residues at the outside of the ‘best structure’ of the mono-
meric trimer indicates a line of Tyr-109, Tyr-113, Gln-116,
Asn-119, and Arg-122 in TM3 forming a hydrophilic stripe
stretching over the whole TM part (Figure 8a). Other
hydrophilic residues such as Thr-89 and Ser-92 of TM2 are
buried within the bundle forming hydrogen bonds with
neighboring backbone carbonyl oxygen within the same
helix. Rotating these residues toward the outside of the
monomeric trimer would result in an unfavorable ‘high
energy’ structure. The hydrophilic stripe could be the pore
lining part of the ion channel.

Tetramer. To push the assembly protocol to its limits it
has been attempted to assemble four trimeric subunits to form
a full structural model of the pore of SARS-CoV-3a. The
energy contour plots show one minimum at about 26° for
the tilt and at 200° for the angle (Figure 7b). This structure
corresponds to a tetramer of SARS-CoV-3a where the outer
side of the bundle shows a clustering of hydrophobic amino
acids, while the putative pore harbors the hydrophilic residues
(Figure 8b). In this model Trp-45 and His-93 form a corona
at the cytoplasmic side possibly helping anchoring the bundle
in the membrane. In addition a series of hydrophobic
phenylalanine point outward, facing the hydrophobic tails
of surrounding lipid molecules.

Discussion

Validity of the Approach. The assumption is that viral
channel forming proteins are produced in the ER as a single

unity. Assembly is a consecutive step which then leads to
the functional bundles. Between production and assembly
the protein has to adopt an equilibrated monomeric structure
which then forms the basis of the assembly. At the current
state we assume an axial symmetry toward the center of the
pore, which has to be adapted to by the average global
minimum structure. Therefore this method considers equi-
librium structures and does not offer insight into the kinetic
pathways leading to a bundle assemble.

The monomer, built as an ideal helix, is due to a 10 ns
MD simulation embedded into a fully hydrated POPC lipid
bilayer. This system is considered to be a reasonable
representation for a membrane environment, although some
experimental measurements were published based on notably
different conditions. The equilibration reveals helices which
can be significantly bend or kinked.30 This has been reported
for other simulations on viral channel forming proteins9,39

and has been attributed to the electrostatic interactions at
the end of the helixes with the lipid head groups. These
highly flexible residues may not reflect the global minimum
situation and thus using the ‘core’ TM part is reasonable
searching for the bundle structure.

The assembly can be described as a positioning of the
monomers with respect to their backbone atoms and a
consequent positioning of the side chains. In order to release
stress a short minimization is done and the potential energy
is calculated. The spatial resolution of positioning with
respect to distance, angle, and tilt is extremely small covering
finely grained the potential energy surface.

In another search algorithm,7,40 similar positioning is done
prior to a simulated annealing protocol. In that study the CNS

Figure 8. (a) Color coded representation of the best structure of the membrane spanning part of 3a form SARS-CoV. Polar and
hydrophilic residues are shown with a light blue surface, ionic residues are shown with a dark blue surface, and hydrophobic
residues are shown in green. The hydrophilic stripe (Tyr-109, Tyr-113, Gln-116, Asn-119, and Arg-122) along the structural
model can be considered as putative pore lining. (b) Structural model of the fully assembled pore of SARS-CoV-3a. The hydrophilic
stripe observed on one subunit lines the pore.
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Software41,42 has been used including the united-atom OPLS
parameter set. Large rearrangements of the protein are
allowed, while the sampling of the conformational space is
very limited. In a modified version the same software has
been used with a combined simulated annealing (SA) and
short MD simulation protocol.9-14,43 The conformational
search space was narrowed based on the assumption that
hydrophilic residues should face the lumen of the pore. In
both approaches, the number of potential bundle candidates
has then been restricted to be below 300 and 30, respectively.

The replica exchange approach employed by Brooks and
co-workers15 is also limited in the number of starting
conformations but has a largely improved chance to reach
local minima. Nevertheless only a small part of the confor-
mational space can be sampled by this method. The role of
the monomer conformation for the total energetic was put
into focus by the group of Lazaridis.16 The possibility of
alternative conformation was explicitly considered. The SA/
MD approach used in this study is based on a rotational angle
with a stepwidth of 20°.

To this date it remains unclear how monomeric proteins
migrate from the ER to their point of action. It has to be
considered that different proteins follow different pathways.
Bowie and co-workers followed the two-stage-model44,45 to
generate accurate initial dimeric assemblies. But the interac-
tion interface does not have to remain the same for higher
oligomeric assemblies. As it is still not known how these
higher oligomeric states are reached on a biological and
kinetic level it has to be assumed that significant conforma-
tional rearrangement occur. We also follow the two-stage
model in this study by carefully equilibrating the monomeric
subunits. The brief unconstrained energy minimization of
the assemblies implicitly takes rearrangements into account,
although no statements about kinetic pathways can be made.

The method presented here has its strength in its fine
grained sampling. The energy landscape around the proposed
equilibrium conformations of the assemblies is mapped
thoroughly. Structure optimization steps as mentioned above
could easily be implemented into the protocol but are not
desired. In comparison to the present approach, any excessive
SA or MD simulation steps would smooth out and thereby
obscure the fine structure of the energy landscape, conse-
quently missing out low energy structures. Although the
energy minimization used in our approach is very short and
might contain only partially relived conformations the high
conformational sampling density ensures that the energeti-
cally ‘best’ conformations are identified. The decision to
carry out this study with a pure united-atom vacuum force
field (Engh-Huber) tries to balance accuracy and computa-
tional costs. The usage of implicit membrane models as done
by others15,16 does not represent a provable improvement in
accuracy at this stage since it will also not account for
specific interactions with the lipid head groups or central
water columns filling the pores. Therefore the approach with
the least number of assumptions was followed using a
reasonable protein vacuum force field.

As shown for M2 the presented strategy delivers results
matching experimental findings fairly well. Also for Vpu,
bundles are found which are similar to the ones suggested

earlier based on aforementioned protocols. Therefore it is
concluded that a pre-equilibrated monomeric structure is an
important step to achieve a good starting position to work
on the assembly and that a small step size in positioning is
adequate to cover essential aspects of protein assembly.

The Models Proposed. M2. There has been considerable
evidence in the literature that His-37 and Trp-41 participate
in the proton conductance of M2.32,46,56 Therefore they have
to be accessible to water meaning that any conformation
where they point into the surrounding lipid can be safely
excluded. Limiting the search by 2/3 is a considerable speed
up and avoids the potential risk of creating false positive
results. Furthermore the employment of NMR based distance
restraints has been probed. It has to be noted that they were
measured on an unligated M2 pore. It was found that their
usage does not improve the already good quality of the
proposed structure in this limited search space. But it can
be stated that the usage ‘sharpens’ the energy landscapes.
For other proteins the possibility to use experimentally
derived restraints might turn out to be more significant.

Comparison of the monomeric and bundle structures from
this study with NMR based structures 1NYJ and especially
2H95 shows an excellent agreement, verifying the validity
of the approach (Table 1). Describing the two published
structures as closed and open states cannot be justified on
the basis of our results. Also with the recently published
X-ray structure 3BKD47 on the level of the monomers a good
agreement is observed with rmsd values of 1.330-1.495.
For comparison, the rmsd among the individual helices within
the crystallographic unit cell of 3BKD spreads over a
considerable range (0.214-1.130). This indicates that the
bended, helical monomer conformation seems to be stable
under various conditions, as it is also found in a recent MD
study.48

A comparison of the bundles delivers a smaller deviation
between the computational and the NMR bundle model 1NYJ
(2.676) than with the NMR bundle model 2H95 (12.765).
For the later the deviation is in the same range as between
the two NMR models (13.136). A comparison of the
computational model with the bundles within 3BKD was not
carried out as their pore conformation is reminiscent of an
open umbrella, which most likely represents an energetically
costly conformation within a lipid environment.

The computational model is generated without any struc-
tural bias induced by the presence of ligands or crystallization
agents and therefore may be seen as a very plausible model.
Further studies need to be done to associate a model with
an ‘open’ or ‘closed’ pore.

Vpu. Models 1, 2, 3, and 5 show the hydrophilic residue
Ser-24 pointing to the outside of the bundle or been buried
between two subunits. Trp-23, the only other hydrophilic
residue in the TM part of Vpu, is facing outward and/or
interacting with neighboring subunits. These structures
suggest the lumen of the pore to be a widely hydrophobic
stretch. Model 4 is similar to the one used so far in MD
simulations with the TM part of Vpu,11,49,50 whereas model
1 corresponds to a model which has been suggested
earlier.7,10 In the former model Ser-24 points into the pore,
while in the latter it is Trp-23. At this stage based on the
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energy values none of the models can be preferred above
any other. This needs further functional in silico evaluation
such as longer MD simulations to assess the stability of the
bundles and simulation of ion permeation through the
respective pores. In the present study Ser-24 forms an
intrahelical hydrogen bond with the backbone carbonyl
oxygen of Ile-20 in all models.

The conformational transition between two models requires
variation of the distance, angle, and tilt ‘walking on the
energy surface’. With respect to the energy plots for the angle
(Figure 6c, upper row) a huge energy barrier would have to
be crossed while changing the angle and increasing the
distance by more than 2 Å to move from one minimum to
another. This makes it very unlikely that conformational
transitions include huge rotational movements of the indi-
vidual subunits. Focusing on models 2, 3, and 5 it seems to
be more likely that the tilt changes, while the distance and
angle would only be varied to a minor degree (Figure 6c,
lower row). It can be proposed that models 2 and 3 are ion
conducting and can change their conformation toward model
5 a potentially closed state. The models 2 and 3 would
represent alternative conducting states, which would be in
good agreement with the experimental finding of multiple
conductance states for Vpu.51-53 More than just one model
could contribute to the functioning of Vpu. The results further
underline the flexibility of the TM part of the protein.30

SARS-CoV. The sequence based TM prediction is an
established technique. Nevertheless some deviations between
the different protocols can be observed. Creating a consen-
sus54 between the six different techniques used in this study
leads to a robust and reliable prediction.

It is noteworthy that the Cys-bridges reported to link the
subunits are located in the extramembrane part of the protein,
presumably not directly affecting the TM part. The assembly
of the monomeric unit results in a profound model with
hydrophilic residues clustering on one side. The pore
assembly into a putative bundle leads to the first structural
model of 3a from SARS with residues such as tyrosines,
glutamine, asparagines, and arginine from TM3 lining the
lumen. This motif is rather unusual as more commonly
serines and tyrosines are suggested for pore lining residues
ion in channels.55

To screen the ‘whole’ conformational space of an assembly
represents an auspicious approach for both experimentally
and computationally based studies. It leads to reliable
structural models, helps to avoid structural pitfalls, and opens
insights into mechanistic details of the mode of action and
can help revealing alternative conformations. The fine grained
full search approach is the most direct route for exploring
the conformational space of a protein assembly. By simplify-
ing and considering the symmetry of the studied proteins a
significant confinement of the search space can be made,
without biasing toward a certain result. This enables the
resolvability of the search in an acceptable sampling time.

The quality of the constructed structural models does not
rank behind any experimental technique. Based on this
method alternative configurations of pentameric Vpu have
been shown, and a novel pore lining motif is suggested for
the bundle model of 3a. Regarding the topology of all of

the studied energy landscapes, it has to be concluded that
conformational transitions from any open to closed states
would have to take place by variation of the tilt and not the
angle. As a further quality check it is recommended to do
functional studies on the most plausible models suggested,
e.g. assessing the bundle stability in a lipid environment with
consequent multins MD simulations or to do cross mutations
verifying explicit interactions between the monomers in the
models.
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(30) Krüger, J.; Fischer, W. B. J. Comput. Chem. 2008, 29, 2416.

(31) Engh, R. A.; Huber, R. Acta Crystallogr. Sect. A: Found.
Crystallogr. 1991, 47.

(32) Hu, J.; Fu, R.; Nishimura, K.; Zhang, L.; Zhou, H.-X.; Busath,
D. D.; Vijayvergiya, V.; Cross, T. A. Proc. Natl. Acad. Sci.
U.S.A. 2006, 103, 6865.

(33) Wang, J.; Kim, S.; Kovacs, F.; Cross, T. A. Protein Sci. 2001,
10, 2241.

(34) Chen, P. P.-S. ACM Trans. Database Systems 1976, 1, 9.

(35) Fischer, W. B.; Sansom, M. S. P. Biochim. Biophys. Acta
2002, 1561, 27.

(36) Viral membrane proteins: structure, function and drug
design; Fischer, W. B., Ed.; Kluwer Academic/Plenum
Publisher: New York, 2005; Vol. 1, p 291.

(37) Nishimura, K.; Kim, S.; Zhang, L.; Cross, T. A. Biochemistry
2002, 41, 13170.

(38) Hu, J.; Asbury, T.; Achuthan, S.; Bertram, R.; Quine, J. R.;
Fu, R.; Cross, T. A. Biophys. J. 2007, 92, 4335.

(39) Fischer, W. B.; Forrest, L. R.; Smith, G. R.; Sansom, M. S. P.
Biopolymers 2000, 53, 529.

(40) Kukol, A.; Adams, P. D.; Rice, L. M.; Brunger, A. T.; Arkin,
I. T. J. Mol. Biol. 1999, 286, 951.

(41) Brunger, A. T. X-PLOR Version 3.1. A System for X-ray
Crystallography and NMR; Yale University Press: New
Haven, CT, 1992.

(42) Brunger, A.; Adams, P.; Clore, G.; Gros, W.; Grosse-
Kunstleve, R.; Jiang, J.; Kuszewski, J.; Nilges, M.; Pannu,
N.; Read, R.; Rice, L.; Simonson, T.; Warren, G. Acta
Crystallogr., Sect. D: Biol. Crystallogr. 1998, 54, 905.

(43) Kerr, I. D.; Doak, D. G.; Sankararamakrishnan, R.; Breed, J.;
Sansom, M. S. P. Protein Eng. 1996, 9, 161.

(44) Popot, J.-L.; Engelman, D. M. Biochemistry 1990, 29, 4031.

(45) Engelman, D. M.; Chen, Y.; Chin, C.-N.; Curran, A. R.;
Dixon, A. M.; Dupuy, A. D.; Lee, A. S.; Lehnert, U.;
Matthews, E. E.; Reshetnyak, Y. K.; Senes, A.; Popot, J.-L.
FEBS Lett. 2003, 555, 122.

(46) Tian, C.; Tobler, K.; Lamb, R. A.; Pinto, L. H.; Cross, T. A.
Biochemistry 2002, 41, 11294.

(47) Stouffer, A. L.; Acharya, R.; Salom, D.; Levine, A. S.; Di
Constanzo, L.; Soto, C. S.; Tereshko, V.; Nanda, V.; Stayrook,
S.; DeGrado, W. F. Nature 2008, 451, 596.

(48) Yi, M.; Cross, T. A.; Zhou, H.-X. J. Phys. Chem. B 2008,
112, 7977.

(49) Grice, A. L.; Kerr, I. D.; Sansom, M. S. P. FEBS Lett. 1997,
405, 299.

(50) Moore, P. B.; Zhong, Q.; Husslein, T.; Klein, M. L. FEBS
Lett. 1998, 431, 143.

(51) Schubert, U.; Bour, S.; Ferrer-Montiel, A. V.; Montal, M.;
Maldarelli, F.; Strebel, K. J. Virol. 1996, 70, 809.

(52) Mehnert, T.; Lam, Y. H.; Judge, P. J.; Routh, A.; Fischer,
D.; Watts, A.; Fischer, W. B. J. Biomol. Struct. Dyn. 2007,
24, 589.

(53) Mehnert, T.; Routh, A.; Judge, P. J.; Lam, Y. H.; Fischer,
D.; Watts, A.; Fischer, W. B. Proteins 2008, 70, 1488.

(54) Cuthbertson, J. M.; Doyle, D. A.; Sansom, M. S. P. Prot.
Eng. Des. Sel. 2005, 18, 295.

(55) Akabas, M. H.; Kaufmann, C.; Archdeacon, P.; Karlin, A.
Neuron 1994, 13, 919.

(56) Schnell, J. R.; Chou, J. J. Nature 2008, 451, 591.

CT900185N

Viral Membrane Protein Assembly J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2513
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Abstract: We have carried out a set of explicit solvent molecular dynamics (MD) simulations on
two DNA quadruplex (G-DNA) molecules, namely the antiparallel d(G4T4G4)2 dimeric quadruplex
with diagonal loops and the parallel-stranded human telomeric monomolecular quadruplex d[AGGG(T-
TAGGG)3] with three propeller loops. The main purpose of the paper was testing of the capability
of the MD simulation technique to describe single-stranded topologies of G-DNA loops, which
represent a very challenging task for computational methods. The total amount of conventional and
locally enhanced sampling (LES) simulations analyzed in this study exceeds 1.5 µs, while we tested
several versions of the AMBER force field (parm99, parmbsc0, and a version with modified glycosidic
� torsion profile) and the CHARMM27 force field. Further, we compared minimal salt and excess
salt simulations. Postprocessing MM-PBSA (Molecular Mechanics, Poisson-Boltzmann, Surface
Area) free energy calculations are also reported. None of the presently available force fields is
accurate enough in describing the G-DNA loops. The imbalance is best seen for the propeller loops,
as their experimental structure is lost within a few ns of standard simulations with all force fields.
Among them, parmbsc0 provides results that are clearly closest to the experimental target values
but still not in full agreement. This confirms that the improvement of the γ torsional profile penalizing
the γ trans substates in the parmbsc0 parametrization was a step in the right direction, albeit not
sufficient to treat all imbalances. The modified � parametrization appears to rigidify the studied
systems but does not change the ultimate outcome of the present simulations. The structures obtained
in simulations with the modified � profile are predetermined by its combination with either parm99
or parmbsc0. Experimental geometries of diagonal loops of d(G4T4G4)2 are stable in standard
simulations on the ∼10 ns time scale but are becoming progressively lost in longer and LES
simulations. In addition, the d(G4T4G4)2 quadruplex contains, besides the three genuine binding sites
for cations in the channel of its stem, also an ion binding site at each stem-loop junction. This
arrangement of five cations in the quadruplex core region is entirely unstable in all 24 simulations
that we attempted. Overall, our results confirm that G-DNA loops represent one of the most difficult
targets for molecular modeling approaches and should be considered as reference structures in
any future studies aiming to develop or tune nucleic acids force fields.
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Introduction
Guanine rich sequences are known to occur in many positions
of the genome and are especially common at the chromosome
ends, the telomers. Such sequences readily form four stranded
guanine quadruplex structures (G-DNA) in Vitro, and it is
believed that the same could happen with telomeric se-
quences (such as the human one: d(TTAGGG)n),

1 where
repetitive double stranded segments are followed by single
strand overhangs of the same repeat. Such overhangs can
fold back defining a quadruplex, whose formation could
protect them from being accessed by reverse transcriptase
enzyme telomerase. Telomerase is active in most cancer lines
and contributes to their immortality by maintaining the length
of the overhang.2 Thus, it has been suggested that compounds
stabilizing G-DNA in ViVo can act as anticancer drugs.3,4

There are also other biological or pharmacological roles that
have been suggested for G-DNA5 which together with the
increasing number of applications of the quartet structures
in nanosciences6,7 makes G-DNA the most important non-
canonical DNA architecture, explaining the very intense
research focused in the last years in this molecule.8-13

The basic structural element of G-DNA is a quartet
involving four cyclically bonded guanines that are intercon-
nected by hydrogen bonds (Figure 1a). The quartets are
further stabilized by monovalent ions placed along the central
channel of the structure and interacting with O6 atoms of
the guanines, compensating the highly electronegative elec-
trostatic potential region in the quartet centers (Figure 1a).
Several (usually 2-4) consecutive quartets form a G-DNA
stem and the cations fill its channel, being either in planes
of the quartets or in the cavities between them. The stem
can be created by 1, 2, or 4 separate DNA pieces and thus
there are intramolecular (unimolecular), dimeric (bimolecu-
lar), or tetramolecular quadruplexes. The adjacent strands
of the G-DNA stem may run either in parallel or antiparallel
fashion. The guanines are in anti orientation in the all-parallel
stems while antiparallel arrangements have to utilize also
some syn nucleotides. The stems of bimolecular and in-
tramolecular quadruplexes are supplemented by single
stranded (mostly thymine-rich) loops which are formed by
the nucleotides interdispersed between the guanine stretches
forming the stem strands. The loops can be placed above
the planes of the terminal quartets of the stem, and then they
can link either adjacent or diagonal guanines, resulting into
lateral or diagonal (Figure 1b) loop arrangements. Alterna-
tively, the loops can run across the G-DNA grooves, from
top to bottom (or bottom to top) of the quadruplex stem.
These are called propeller, groove, or chain-reversal loops
(Figure 1c).

G-DNA molecules have been extensively studied by
atomic resolution experiments and other experimental ap-

proaches that have provided unique insights into many
aspects of G-DNA structural, dynamical, and kinetic
properties.5,16-31 One of the amazing features of G-DNA
with loops is their enormous structural polymorphism, where
a given sequence can adopt multiple folds and often subtle
changes in the sequence or environment (such as type of
ions) may have large effect on the topology.19,20,32-39 This
G-DNA structural variability may be reminiscent of the
complexity of rules governing topologies of nucleic acids
junctions.40

Theoretical methods have been also widely applied to
investigate various aspects of G-DNA,41-69 for a recent
review see ref 65. Among the different theoretical methods
for the study of G-DNA atomistic molecular dynamics (MD)
with explicit solvent is probably that able to capture with
higher accuracy the structure and dynamics of G-DNA in
aqueous solution. Unfortunately, when using MD simulations
we cannot ignore that they are based on simple empirical
force fields which can lead to artifacts in simulations. This
means that testing and benchmarking become a crucial step
to validate the reliability of any simulation. Earlier studies
indicated a very good performance of the simulation
technique in studies of G-DNA stems, except for some
modest imbalance of the cation positions within the stem.62

It was observed that the ions look oversized (too large) and
avoid in-plane positions in the quartets even when simulated
with Na+. Bifurcated bonding of the quartets was also often
noticed, which is a perturbation of the structure compared
to the experiments. These problems were tentatively at-
tributed to the lack of polarization term in the pair additive
classical force field, which was also confirmed by quantum
- chemical calculations showing that the strength of direct
cation - G(O6) interactions is underestimated with a too early
onset of short-range repulsion. Besides that, the simulations
revealed that the cation-stabilized stem is a uniquely rigid
molecular assembly and the ions are necessary for its
stabilization.62,66 However, the quadruplex stem is still stable
with a reduced number of ions in the channel, which allows
a smooth exchange of ions with the bulk solvent. An initially
empty stem is capable to attract a bulk ion swiftly,63 thus,
in reality, G-DNA stems should never be left vacant by
cations. Alternative topologies of G-DNA stems were found,
with shifted (slipped) strands.62,70 The possibility of such
substates was later confirmed by experiments.71 Further
studies demonstrated that guanine to thioguanine substitution
significantly sterically destabilizes the stem while inosine
causes only its subtle destabilization.64,66 However, inosine
may interfere with the process of G-DNA stem formation,
by destabilization of kinetic intermediates that rely on
interbase H-bonding, before the ion binding starts to domi-
nate the stabilization.66,70 Simulations were also used to
investigate a wide range of double, triple, and quadruple
stranded species that could occur as intermediates during
quadruplex stem formation70 and to analyze the properties
of G-DNA under hostile conditions such as vacuum,
something relevant to rationalize mass field spectroscopy
experiments.21,61,72

Our subsequent attempt to in-depth characterize the loop
topology of the Oxytricha noVa d(GGGGTTTTGGGG)2 (or

* Corresponding author phone: +420 5415 17133; fax: +420
5412 12179; e-mail: sponer@ncbr.chemi.muni.cz.

† Masaryk University.
‡ Academy of Sciences of the Czech Republic.
§ Polish Academy of Sciences.
| Institute for Research in Biomedicine, Barcelona Supercom-

puting Center, and University of Barcelona.
⊥ University of Utah.

Force Field Testing on G-DNA J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2515



d(G4T4G4)2) quadruplex using simulations indicated inad-
equacy of the major nucleic acids molecular modeling force
field AMBER (versions parm94 - parm99)73-75 for this
particular task.45 In standard simulations, the diagonal loops
were basically stable as taken from the starting experimental
structures. However, the ions residing at the stem-loop
junction in the X-ray structures were lost. In contrast, locally
enhanced sampling (LES)76,77 molecular dynamics simula-
tions aimed at finding the global loop minimum indepen-
dently of the starting structure predicted entirely different
loop geometry, which was in clear disagreement with the
experimental structures. Note that the experimental geometry
of the d(G4T4G4)2 loop has been unambiguously determined
by independent X-ray and NMR studies which are mutually
entirely consistent.14,30,78 Subsequent free energy computa-
tions indicated that the predicted incorrect loop topology is
more stable according to the force field than the correct
experimental one, further suggesting that the force field is
in trouble and that we were not facing a LES-artifact. These
negative results pointed out the difficulties in representing
loops by current force fields, which have been always
parametrized considering canonical helices or highly compact
RNA structures. These results suggest loops as an excellent
benchmark to test the accuracy of current force fields to
describe highly irregular nucleic acid structures.

In the present paper we substantially expand the G-DNA
loop calculations, using them as a benchmark of the quality
of current force fields to describe unusual DNA structures.
Besides the d(G4T4G4)2 dimeric quadruplex with diagonal
loops we study also the parallel stranded human telomeric
monomolecular quadruplex d[AGGG(TTAGGG)3] with three
propeller loops, as revealed by X-ray crystallography.15 The
present study was motivated by recent refinements in well
established force fields, some of them which provide a
dramatic improvement in simulations of canonical nucleic
acid structures and that were robust in the microsecond time
scale.79 Particularly, we tested the older version of amber
force field for nucleic acids, parm9974 and its parmbsc0
refinement.79 Further, we employed another version of
AMBER force field,80 which changed the glycosidic torsion
profile and which can be combined with either parm99 or
parmbsc0 AMBER force fields, and the latest version of the
CHARMm force field,81,82 which is known to produce
reasonable trajectories for canonical DNAs (for a recent
comparison with parmbsc0 see ref 83), but that has not been
much used to study noncanonical DNA structures. Further,
we considered also diverse cation parameters to check the
importance of counterions parametrization in the calculations.
Explicit solvent molecular dynamics simulations are comple-
mented by locally enhanced sampling simulations and
postprocessing MM-PBSA (Molecular Mechanics, Poisson-
Boltzmann, Surface Area) free energy calculations.84,85

Our results reveal that none of the presently available force
fields is accurate enough in describing the G-DNA loops.
The imbalance is best seen for the propeller loops, as their
experimental structures are lost even during standard simula-
tions. Among the force fields, parmbsc0 provides results that
are closest to the experimental target values but still not in
full agreement. This indicates that the improvement of the

γ torsional profile penalizing the γ trans substate was a step
in the right direction, albeit not sufficient to treat all
imbalances. The modified � parametrization appears to
rigidify the studied systems but does not change the ultimate
outcome of the simulations. The structures obtained in
simulations with the modified � profile are predetermined
by its combination with either parm99 or parmbsc0. Overall,
our results confirm that loops in guanine quadruplex mol-
ecules represent a very difficult target for molecular modeling
approaches and should be considered as references in any
future studies aiming to develop or tune nucleic acids force
fields. Properly tuned force fields, designed to reproduce
these complex motifs can provide improved description of
many other types of nucleic acids. Note nevertheless that
the existing variants of the AMBER force field were shown
to be successful in the description of a wide range of
noncanonical structures, including many complex RNAs,86,87

and also the G-DNA and i-DNA stems,65 underlining the
unique complexity of the loop simulations.

Methods

Starting Geometry and Initial Model Building. The
initial structures were taken from the following experimental
structures: the X-ray structure of the d(G4T4G4)2 sequence
from the 3′ overhang of the Oxytricha noVa telomere (NDB:
UD0014, PDB: 1JRN, resolution 2.00 Å)14 and the X-ray
structure of the human telomeric quadruplex sequence
d[AGGG(TTAGGG)3] (NDB: UD0017, PDB: 1KF1, resolu-
tion 2.10 Å)15 (Figure 1b,c).

The earlier simulations of the d(G4T4G4)2 quadruplex
which are also assessed in this paper were based on the NMR
structure (PDB: 156D).30,88 The NMR structure is, when
utilized as starting structure for MD simulations, basically
equivalent to the X-ray structure (there are modest structural
differences within the same substate of the loop geometry)
except for the absence of monovalent ions at the stem-loop
junction (see below). The NMR experiment could not capture
positions of the ions. Some test simulations of parallel
tetramolecular quadruplex d(G4)4 started from the X-ray
structure (PDB: 352D)26 or the human telomere structure
(for d(G3)4) where propeller loops were deleted.

All simulations started with the structural monovalent ions
fully occupying the G-DNA stem (three and two ions for
the Oxytricha (OXY) and human telomeric (HT) G-DNA,
respectively). In most simulations of d(G4T4G4)2, structural
ions were initially also placed at the stem-loop junction based
on their experimental positions (initially 5 ions in the
structure, see Figure 1b). Also the HT G-DNA X-ray
structure shows a monovalent ion above the upper quartet
plane that was included in some starting structures. This ion,
however, evidently is not an integral part of the quadruplex,
since it is sandwiched between two adjacent stems in the
crystal structure. This ion is never stable in simulations.

Note that the HT quadruplex sequence is known to adopt
variable topologies with different types of loops depending
on the experimental conditions.89-91 However, analysis of
the topological variability of this sequence is outside the
scope of this study. The X-ray structures are the most suitable
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ones for comparison with simulations aimed at force field
testing. Since the simulations were unable to keep correct
experimental loop structures for the above two G-DNAs, it
was not necessary to extend the simulations to other systems.

AMBER Simulations. The structures were prepared by
the xleap module of AMBER (adding of hydrogen atoms
and neutralizing the system by adding monovalent counter-
ions, either K+ or Na+, with numerous control KCl excess
salt simulations). The net-neutralizing ion condition leads
to a cation concentration of ∼0.3 M and ∼0.2 M for OXY
and HT systems, respectively (the OXY system is more
compact and thus the box has less water molecules per
nucleotide). When using excess salt we set the cation/anion
ratio to be 2:1, resulting in ∼0.5 M cation concentration
(∼0.2 M and ∼0.3 M excess salt) for the OXY and HT
systems. The solute was embedded in TIP3P water box,92

which was extended approximately 10 Å in each direction
from the solute. Some simulations were done also with the
SPC/E water model.93 Different ion parameters were tested,
as specified below. There were ∼13000 and ∼18000 atoms
in OXY G-DNA and HT G-DNA simulations, respectively.

AMBER Force Fields. The AMBER simulations were
carried out with the parm99,74 parmbsc0,79 and Ode et al.80

versions of the Cornell et al. force field.73 Parm94 version73

was not tested, but its performance is expected to be very
similar to the parm99. In contrast, parmbsc0 introduces a
substantial modification of the R/γ torsional backbone
parameters which is absolutely essential to stabilize B-DNA
simulations. Parmbsc0 has been verified extensively by
simulations. The Ode et al. force field suggests reparametri-
zation of � glycosidic torsion and can be combined either
with parm94-99 or parmbsc0. The Ode et al. force field
has not been tested in simulations so far, except for a few 5
ns runs80 which we consider as entirely insufficient testing.

Cation Parameters. The pair additive nonpolarizable
force field approximation limits the quality of description
of the cation - solute interactions. Nevertheless, we tried
different cation parametrizations to see if they can affect the
results.

We mostly used standard AMBER potassium (radius
2.6580 Å and well depth 0.000328 kcal/mol) and sodium
(radius 1.8680 Å and well depth 0.00277 kcal/mol) param-
eters. We also used K+ ions with smaller radii (K+ reduced,
radius 2.4 Å and well depth 0.0011 kcal/mol or 2.5 Å and
well depth 0.0008 kcal/mol). The reason for the reduction
of the ion radii is the observation that the original K+ ions
appear to be oversized (having too large radius) in the
G-DNA ion channel, leading sometimes even to expulsions
of K+ out of the channel (see below).

The extent of deficiency of the force field description of
the solute - ion interactions is nicely visualized by comparing
quantum chemical evaluation of the O6(G)...K+ interaction
energy with force field calculations (Figure 2). The force
field underestimates the interaction energy and overestimates
the repulsion for shorter O6...K+ distances. Our parameter
adjustment for K+ (K+ reduced) was qualitatively based on
the quantum-chemical calculations and should be considered
as specific for G-DNA simulations. We do not claim that
these parameters are better than the original ones for common
simulations. It is not possible to simultaneously fully balance
all solute - ion and solvent - ion interactions with such simple
pair-additive force fields. Obviously our ion parameter
adjustment reduces the O6...K+ repulsion but does not lead
to a full agreement since the binding energy remains sharply
underestimated due to lack of polarization in the force field.
Besides the neglect of polarization, the 6-12 Lennard-Jones
force field term is likely excessively repulsive (too steep) in
the short-range region.

There have been recent systematic efforts to refine the
monovalent ion parameters for AMBER nucleic acids
simulations.94 These efforts, however, were directed to
improve the bulk behavior of the ions. As shown in Figure
2, all presently available cation force fields provide es-
sentially similar interaction energy curves with the guanine
O6, which exaggerates the short-range repulsion and under-
estimates the attraction. That is a natural consequence of the
pair additive force field which offers just two parameters to
be adjusted, the radius and well depth. It is not possible to

Figure 1. Scheme of a) the guanine quartet and the studied experimental structures of b) the bimolecular antiparallel quadruplex
formed by the Oxytricha nova telomeric sequence14 d(G4T4G4)2 with four quartets, two close-to-identical diagonal loops, three
stem K+ ions, and two K+ stem-junction ions and c) unimolecular parallel quadruplex with three very similar propeller (groove,
chain-reversal) loops formed by the human telomeric sequence15 d[AGGG(TTAGGG) 3] with K+ stem ions. The ion above the
upper quartet is a result of crystal packing.
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simultaneously satisfy the ion hydration reference data (or
other bulk properties) and direct solute - cation interactions.
Interestingly (Figure 2 right), when the force field is
combined with MP2 charges instead of the HF ones, the gap
between the reference QM data and the force field curve
further widens, despite the fact that the MP2 charges should
at first sight bring the QM and force field closer to each
other (because both computational methods then have
electrostatic terms reflecting electron correlation effects). The
fact that the HF charge distribution brings the force field
calculations closer to the full QM curve than the charge
distribution derived with electron correlation is due to partial
compensation of errors. The HF charges exaggerate the polarity
of the electrostatic potential, and thus the electrostatic attraction
between the cation and the guanine is overestimated, partially
counterbalancing the missing polarization effects.

In our simulations, we also tested potassium parameters
published by Dang95 (atomic radius 1.8700 Å and well depth
0.100 kcal/mol) and parameters by Joung and Cheatham94

(atomic radius 1.7050 Å and well depth 0.1936829 kcal/
mol). We also carried out some simulations in higher salt
conditions using KCl. In these simulations, both potassium
and chloride ions were described by Dang parameters which
in the case of chloride (radius 2.47 Å, well depth 0.1 kcal/
mol) represent standard AMBER parameters.

Standard AMBER Molecular Dynamics Simulations.
Molecular dynamics simulations were performed with the
Sander module of the AMBER-5.0-9.0 software pack-
age.96-100 The particle mesh Ewald (PME) method101 was
used for a correct treatment of electrostatic interactions. All
simulations were run with the SHAKE algorithm102 (with a

tolerance of 0.0005 Å) to constrain covalent bonds involving
hydrogens, with periodic boundary conditions, a 2-fs time
step, and a temperature of 300 K (Berendsen temperature
coupling algorithm with time constant of 0.2 ps103). Standard
equilibration and production procedures were applied. Analy-
ses of resulting trajectories were performed with ptraj or
carnal modules, and the results were visualized with the help
of VMD graphic software104 and X3DNA.105 The protocol
is described in more detail in our recent studies.106,107

Locally Enhanced Sampling Molecular Dynamics
Simulations (LES). The locally enhanced sampling (LES)
method76,77 was performed with an addles module of
AMBER to divide the structure into regions (stem and loops),
and each of the loops was split into 5 independent copies.
Force field parameters for the copies were adjusted accord-
ingly which lowers the energy barriers. In order to provide
an initial “kick” to the 5 copies, the structure was heated to
500 K. Moreover a long relaxation phase appears vital to
provide sufficient freedom for the copies to settle in different
regions of the conformational space. To allow for this, the
temperature was gradually decreased from 500 to 300 K over
1.5 ns (during the first 750 ps the pressure was set to 100
atm), and guanine quartets were maintained with flatwell
restraints (R1 ) 0.0, R4 ) 6.0, RK2 ) 5.0, RK3 ) 10.0;
R2 and R3 depend on the actual distance R between the
restrained atoms (R2 ) R - 0.5 Å, R3 ) R + 0.5 Å)) on the
N7...N2 and O6...N1 virtual bonds linking the neighboring
guanines. LES simulations were usually followed by standard
MD to allow the LES structure to locally relax. For further
details about the protocol see ref 45.

Figure 2. Left - the dependence of the interaction energy between G(O6) and K+ in a G-DNA like geometry. Black (triangle
down), reference QM data with inclusion of electron correlation, Becke3LYP/6-311G(d,p) method corrected for basis set
superposition error; red (circle), standard AMBER parameters (2.6580 Å, 0.000328 kcal/mol); blue (diamond), standard CHARMm
parameters (1.76375 Å, 0.087 kcal/mol); orange (star), parameters for ions with reduced atomic radii (2.4 Å, 0.0011 kcal/mol);
green (square), parameters Kc+ by Joung and Cheatham94 (1.7050 Å, 0.1936829 kcal/mol); and cyan (triangle up) parameters
Kd+ by Dang95 (1.8700 Å, 0.100 kcal/mol). Data in parentheses represent atomic radii and potential well depths. All force fields
underestimate the stabilization and exaggerate the short-range repulsion (the optimal O6...K+ distance and namely the gradient
of the energy in the repulsive region). Note that despite the variability of parameters all the force fields cluster in a narrow region
rather far from the QM data, indicating that the simple force field function is not sufficient to reproduce the QM data. Specifically,
once the ion force fields are tuned to reproduce target condensed phase bulk solvent and ion-ion data, there are no more free
parameters to optimize the cation - solute interactions. Comparison for Na+ would result in a similar picture. Right - comparison
of force field calculation with HF (AMBER) ESP charges and ESP charges derived with the inclusion of electron correlation
(MP2/aug-cc-pVDZ level, the upper curve).
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MM-PBSA Free Energy Calculations. PB analysis was
performed using a modified MM-PBSA procedure.84,85 Both
force field parameters (parm99 and parmbsc0) were em-
ployed for the MM part. The Cornell et al. (parm94) charge
set, PARSE vdW radii,108 and a dielectric constant of 1 for
DNA were used. The Sander module of AMBER was used
for MM energy terms, Delphi software109 for PB contribu-
tions, and Molsurf for calculating SASA. The MD trajectories
were examined in 10 ps intervals.

The MM-PBSA energy was calculated with an explicit
inclusion of the channel cations (with Na+ parameters
adapted for the free energy computations) as in detail
described elsewhere.70 In order to obtain meaningful numbers
for the trajectories in which one cation left the channel the
closest solvent ion was considered as a part of the structure.
We replaced potassium cations in particular trajectories with
sodium cations as we wanted to obtain comparable results.
(When attempting to use the potassium ion parameters, the
resulting values were far away of the energy interval given
by other structures). Since the MM-PBSA calculations are
utilized only as a supplementary tool, we did not try to tune
the K+ parameters for free energy computations. MM-PBSA
analysis was performed with parm99, also for the d(G4T4G4)2

MD trajectories that were produced with parmbsc0, and vice
versa, i.e., we also cross-calculated free energies with the
two force fields. The basic free energy trends are the same
with both force fields.

CHARMm Simulations. The simulations were performed
with the CHARMm code110 using the CHARMm27 force
field for nucleic acids.81,82 The starting coordinates were the
same as for the AMBER simulations. The equilibration
protocol started with MD which was applied first to the water
molecules only (5 ps) and then to the solvent (water + ions)
(25 ps). Then the system was subjected to the several rounds
of minimization with gradually reduced harmonic constraints
on DNA. The final minimization was performed without any
constraints. After that, the whole system was heated from
50 to 300 K in 30 ps by 50 K increments. The Particle Mesh
Ewald (PME) method was used for treatment of electrostatic
interactions.101 MD simulations were run with a 2 fs time
step and the SHAKE algorithm102 to constrain all bonds to
hydrogens. Two types of sodium ions were tested - either
standard sodium ions (with radius 1.3638 Å and well depth
0.0469 kcal/mol) or modified (radius 1.163 Å and well depth
0.21 kcal/mol).111 For potassium ion the following param-
eters were employed: radius of 1.7638 Å and well depth
0.0870 kcal/mol. As noted below, however, the results do
not depend on these fine details of ion parametrization.

List of Simulations and Abbreviations. More than 1.5
µs of MD and LES trajectories (aggregated time) were run
with the above-described protocols, with Na+, K+, or KCl
ion atmospheres, considering various ion parameters and with

Table 1. List of Simulations on d(G4T4G4)2 (Oxytricha) Quadruplex with Diagonal Loops

simulation name initial structure ion typea trajectory length and type

AMBER Simulations with parm99
OXYNMR NMR Na+ 10 ns MD
OXY X-ray Na+ 5 ns MD
OXY_K X-ray K+ 5 ns MD
OXYNMR_LES NMR Na+ 6 ns LES
OXYNMR_LES_MD OXYNMR_LES end Na+ 3 ns MD
OXY_SPC_Kd X-ray K+ ions (Dang), SPC waters 50 ns MD

AMBER Simulations with parmbsc0
OXY_bsc0_0 X-ray Na+ 50 ns MD
OXY_bsc0_1 X-ray Na+ 50 ns MD
OXY_bsc0_2 X-ray Na+ 50 ns MD
OXY_bsc0_3 X-ray Na+ 50 ns MD
OXY_bsc0_4 X-ray Na+ 50 ns MD
OXY_bsc0_K2 X-ray K+ ions with radius of 2.4 Å 50 ns MD
OXY_bsc0_Kd X-ray K+ ions (Dang) 50 ns MD
OXY_bsc0_hs_Kd X-ray excess salt 0.2 M KCl, K+ ions (Dang) 50 ns MD
OXY_bsc0_hs_SPC_Kd1 X-ray excess salt 0.2 M KCl, K+ ions (Dang), SPC waters 50 ns MD
OXY_bsc0_hs_SPC_Kd2 X-ray excess salt 0.2 M KCl, K+ ions (Dang), SPC waters 50 ns MD
OXY_bsc0_Kc X-ray K+ ions (Cheatham) 50 ns MD
OXY_bsc0_hs_Kc1 X-ray excess salt 0.2 M KCl, K+ ions (Cheatham) 50 ns MD
OXY_bsc0_hs_Kc2 X-ray excess salt 0.2 M KCl, K+ ions (Cheatham) 50 ns MD
OXY_bsc0_LES X-ray Na+ 20 ns LES
OXY_bsc0_LES_K2 X-ray K+ ions with radius of 2.4 Å 20 ns LES
OXY_bsc0_LES_MD OXY_bsc0_LES end Na+ 20 ns MD
OXY_bsc0_LES_MD_K2 OXY_bsc0_LES_K2 end K+ ions with radius of 2.4 Å 20 ns MD

AMBER Simulations with Chi Modification + Either parm99 or parmbsc0
OXY_chi X-ray Na+ 50 ns MD
OXY_bsc0_chi X-ray Na+ 50 ns MD

CHARMm Simulations
OXY_CHARMm X-ray standard CHARMm Na+ ions 40 ns MD
OXY_CHARMm_mod X-ray Na+ ions with radius of 1.16 Å 20 ns MD
OXY_CHARMm_K X-ray standard CHARMm K+ ions 20 ns MD
PARA_CHARMmb X-ray standard CHARMm Na+ ions 10 ns MD

a Net neutralizing set of standard AMBER cations and TIP3P water model if not stated otherwise. b Test simulation of parallel four-quartet
guanine stem d(G4)4.26
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five different force field variants. A list of trajectories and
abbreviations is given in Tables 1 and 2.

These simulations are abbreviated as OXY or OXYNMR

for the X-ray14 and NMR30 starting structures. The X-ray
structure has five integral potassium ions at the start (three
channel and two stem-loop junction K+). In the simulations
with Na+ ions, coordinates of structural K+ ions were used
for structural Na+ ions. In the abbreviations, if not stated
otherwise, the simulations were run with parm99 and net-
neutralizing Na+ ions. “bsc0”, “chi”, and “CHARMm”
abbreviations indicate that parmbsc0, Ode et al., and
CHARMm force fields were used. “LES” and “LES_MD”
mean LES simulation and standard simulation that follows
LES simulation, respectively. “K”, “K2”, and “K3” stand
for simulations with K+ having standard 2.66 Å, 2.4 Å, and
2.5 Å radii, respectively. “hs” marks higher (excess) salt
simulations, and Kc and Kd stand for Cheatham and Dang
parameters of K+ ions.

Results

Simulations of the d(G4T4G4)2 Quadruplex from
Oxytricha (OXY Quadruplex) with Diagonal Loops.
Description of the Structure. The antiparallel four-quartet
bimolecular quadruplex consists of two d(G4T4G4) strands
and has two diagonal four-thymidine loops (T5-T6-T7-T8
and T17-T18-T19-T20) - see Figure 1b. Both loops are nearly
identical in the X-ray structure14 with mutual heavy atom
rmsd ) 0.21 Å. The first and third thymines in each loop
are coplanar and connected by T5(O2)...T7(N3) (3.09 Å) and
T17(O2)...T19(N3) (2.99 Å) H-bonds, respectively. A notable
feature is the presence of K+ at each stem-loop junction, so

that there are three stem (channel) and two stem-loop junction
(channel entrance) cations present in the experimental
structure. The stem-loop junction ions are coordinated to four
O6 atoms of the outer quartet guanines and two O2 atoms
of the adjacent thymine basepair (either T5&T7 or T17&T19).
This X-ray structure is except for details that are not
significant for the simulations in full agreement with other
available relevant X-ray78 and NMR structures.30,88 Since
the experimental top and bottom loops have basically
identical topologies, each simulation provides two indepen-
dent loop trajectories.

BehaVior of the Stem in AMBER Simulations. The parm99
force field provides a good description of the G-DNA stem,
as consistently shown in all our preceding studies and
confirmed also by others (see the Introduction for more
details). Good performance of the force field for the stem is
confirmed also in the present study and will not be further
discussed. Parmbsc0 also provides satisfactory description
of the G-DNA stem. We did not make a detailed analysis of
the parm99 vs parmbsc0 dynamics of the stem, as no major
problems with the stem are indicated.

Redistribution of the Ions. Several earlier conventional
5-10 ns parm99 MD simulations of d(G4T4G4)2 show
basically stable loop trajectories.45 However, the stem-loop
junction ions were lost (when initially present) within a very
few ns and were not replaced by other bulk ions. In this
study we analyze twenty-four 5-50 ns simulations with
initially five ions associated with the d(G4T4G4)2 quadru-
plexes (Table S1). Irrespective of which solute and ion force
field parameters were used, the initial experimental config-
uration with five integral G-DNA ions is unstable. In the

Table 2. List of Simulations on Human Telomere (HT) Quadruplex15b

abbreviation initial structure ion typea trajectory length

AMBER Simulations with parm99
HT X-ray Na+ 10 ns MD
HT_K X-ray standard K+ 10 ns MD
HT_K2 X-ray K+ ions with radius of 2.4 Å 10 ns MD
HT_K3 X-ray K+ ions with radius of 2.5 Å 10 ns MD

AMBER Simulations with parmbsc0
HT_bsc0 X-ray Na+ 40 ns MD
HT_bsc0_K2 X-ray K+ ions with radius of 2.4 Å 50 ns MD
HT_bsc0_hs_Kd X-ray excess salt 0.3 M KCl, K+ ions (Dang) 50 ns MD
HT_bsc0_LES X-ray Na+ 20 ns LES
HT_bsc0_LES_K2 X-ray K+ ions with radius of 2.4 Å 20 ns LES
HT_bsc0_LES_MD HT_bsc0_LES end Na+ 20 ns MD
HT_bsc0_LES_MD_K2 HT_bsc0_LES_K2 end K+ ions with radius of 2.4 Å 20 ns MD

AMBER Simulations with Chi Modification and Either parmbsc0 or parm99
HT_chi X-ray Na+ 50 ns MD
HT_bsc0_chi X-ray Na+ 50 ns MD
HT_bsc0_bsc0+chi HT_bsc0 end Na+ 50 ns MD
HT_chi_ LES X-ray Na+ 20 ns LES
HT_bsc0_chi_ LES X-ray Na+ 20 ns LES
HT_chi_LES_MD HT_chi_ LES Na+ 20 ns MD
HT_bsc0_chi_LES_MD HT_bsc0_chi_ LES Na+ 20 ns MD

CHARMm Simulations
HT_CHARMm X-ray standard CHARMm Na+ ions 10 ns MD
HT_CHARMm_K X-ray standard CHARMm K+ ions 10 ns MD

a Net neutralizing set of standard AMBER cations and TIP3P water model if not stated otherwise. b In the abbreviations, if not specified
otherwise, the simulations were run with parm99 and Na+ ions. “bsc0”, “chi”, and “CHARMm” abbreviations indicate that parmbsc0, Ode et
al., and CHARMm force fields were used. “LES” and “LES_MD” mean LES simulation and standard simulation that follows LES simulation,
respectively. “K”, “K2”, and “K3” stand for simulations with K+ having standard 2.66 Å, 2.4 Å, and 2.5 Å radii, respectively. Kc and Kd stand
for Cheatham and Dang parameters of K+ ions, and “hs” marks higher (excess) salt simulations.
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vast majority of simulations, including excess-salt KCl
simulations, both stem-loop junction ions left the structure
within a very few ns. They were not replaced by any other
ion from the bulk or stem channel while three ions remained
in the stem (except of one CHARMm simulation, where only
two ions remained associated with the quadruplex). In very
few simulations an ion was still residing at the end of the
simulation in the stem-loop junction position. However, in
these cases only three or four ions remained associated with
the G-DNA (its central channel area). Therefore, the number
of ions was reduced, specifically in the stem cavity adjacent
to that bound junction cation. Since the stem-loop junction
ions are coordinated also to the outer quartets, it is not
surprising that upon reduction of the number of bound cations
to less than five some of them can reside in the stem-loop
junction. They then provide primary stabilization of the outer
quartet. This resembles binding of two ions to the two-quartet
stem of thrombin binding aptamer quadruplex, where two
K+ ions are expected to bind to the quartets from the loop
area while keeping the central cavity empty.112

It is not easy to pinpoint the exact origin of this imbalance
in force field description of cation-DNA interaction. It may
reflect the underestimation of the direct cation - solute
interactions illustrated in Figure 2 (note that the ions are
parametrized to provide correct ion-solvation energies, not
cation-nucleobase interaction energies) or an overestimation
of the ion - ion repulsion. Perhaps the ions in the experi-
mental structure may be stabilized due to rigidification of
the experimental X-ray structure or some crystal packing
effects. However, it is difficult to believe that this can fully
explain the discrepancy between theory and experiment. We
can conclude that presently the experimental ion binding to
d(G4T4G4)2 cannot be reproduced by simulations.

Loop Structures. As noted above, for the d(G4T4G4)2

quadruplex, the diagonal loop structures were basically stable
in earlier standard short simulations with parm99 (Figure
3a), but they were lost in LES simulations with the same

force field.45 The LES-MD structure changed the positions
of thymines entirely and formed two new H-bonds in the
upper loop, T6(N3)...T8(O4) and T6(O2)...T8(N3), with
stacking between the T6...T8 base pair and T7 (Figure 3b).
In the second loop rearrangement (Figure 3c) the original
base pair is lost, and a new interaction between T17 and
T20 is formed with only a single T17(N3)...T20(O4) H-bond.
In addition, the methyl groups of T18 and T20 contacted
the O2 atom of T17 due to a coplanar arrangement of these
three bases - see ref 45 and Figure 3c.

We have thus performed two LES simulations with
parmbsc0 (four independent loop trajectories) in which all
loops lost their X-ray geometries, similar to the earlier
parm99 results. The parmbsc0 LES simulations are much
longer than the parm99 LES simulations, and the loops still
show no attempts to return to the experimental structure. One
loop in the OXY_bsc0_LES_K2 simulation became com-
pletely unfolded (Figure 3d). The three other LES-simulated
loops were completely restructured, with the final structures
clearly resembling the earlier parm99 LES geometries.
Actually, the parmbsc0 and parm99 results are strikingly
similar (Figure 3) although the unfolded loop geometry
(Figure 3d) was not seen with parm99. However, the parm99
LES simulation was short. Thus, parm99 and parmbsc0 LES
data are mutually consistent for the d(G4T4G4)2 loops.

In standard simulations, we concentrated on the parmbsc0
force field, as parm99 was invalidated due to its troubles in
B-DNA simulations, rendering parmbsc0 the only AMBER
force field that can be used for DNA systems.79 Our thirteen
parmbsc0 simulations gave an unprecedented set of 26
independent 50 ns loop trajectories. Eighteen of them were
basically stable with small fluctuations of top thymines (either
T8 or T20). In the remaining cases we evidenced formation
of a “triadlike” structure in which the top thymine (T8 or
T20) formed a close-to-planar arrangement with the original
T...T base pair in the particular loop (Figure 3f). This
arrangement once formed is stable and clearly resembles the

Figure 3. Experimental and three key computed structures of the diagonal four thymidine loops of the Oxytricha quadruplex.
a) The experimental structure, b) and c) two LES geometries with parm99, d) entirely unfolded LES geometry with parmbsc0
obtained in one simulation, e) parmbsc0 LES geometry resembling the parm99 LES structure in b), and f) restructured loop in
standard parmbsc0 simulation similar to the LES predicted topology in c). Green - T5, T17; cyan - T6, T18; yellow - T7, T19;
magenta - T8, T20. Structures c) and f) appear to be achieved by a vast majority of AMBER simulations where the length of the
simulation is sufficient to see a transition.
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LES topology shown in Figure 3c. It is the same substate.
This suggests that the simulations are slowly converting to
different but characteristic geometry, which was anticipated
by LES calculations.

Parmbsc0 simulations with standard sodium ions provided
us with stable loop structures in almost all cases. Ion
modifications in other simulations (see Table 1) were
associated with a loss of experimental geometry in 40% of
cases. Excess salt simulations with Dang ion parameters kept
both loop geometries stable, while Dang ion setting in net-
neutralizing salt conditions lost both of them. All three
simulations with Cheatham ion parameters showed a forma-
tion of “triadlike” structures in one of the loops. However,
consideration of these individual cases is not statistically
significant and the behavior is most likely incidental. Note
(see above) that the modified ion conditions do not stabilize
the arrangement with five integral ions in the structures. Table
S2 summarizes development of all backbone torsions of both
loops in most d(G4T4G4)2 simulations, which gives more
detailed insight into the trajectories.

MM-PBSA was used to investigate the energetic origin
of the conformational transitions found along some trajec-
tories. However, results summarized in Table 3 for 5
trajectories (four without transition and one with a loop
transition; OXY_bsc0_1) fail to detect any consistent,
statistically significant change in the free energy of the
system, which seems quite well converged irrespective of
whether or not conformational transitions occur along the
trajectory. Thus, the expected free energy change associated
with the change of the loop topology appears to be below
the threshold which could be detected by MM-PBSA with a
confidence, and accordingly the use of MM_PBSA to
discriminate between different structural families is not
recommended in this particular case.

Supporting Information Tables S4 and S5 contain MM_PB-
SA data for some other trajectories. The data also do not
seem to suggest any easy way to monitor the change of the
loop structures by the approximate free energy calculations.
Specifically, the free energy of the OXY_bsc_LES_MD
simulation where both loops are rearranged (-5050 kcal/
mol at the end of the standard simulation following the LES
run) remains within the range of values in the Table 3, i.e.,
is not visibly improved. Therefore, we do not use the
MM_PBSA data to reach any conclusions in this study (we
rely purely on the structural data), and we plan to attempt a
more thorough free energy analysis in some subsequent work.

Chi Modification of Force Field. The modification of the
AMBER force field by Ode et al.80 was combined with both
parm99 and parmbsc0. We have carried out two 50 ns

standard simulations in which the loops were stable and
looked stiffer than in parm99 and parmbsc0 standard
simulations. Stacking interactions and H-bonds in the loops
are all stable. There were perhaps marginally better values
of rmsd in the simulated structures with respect to the X-ray
structure when we compare OXY_chi vs OXY and also
OXY_bsc0_chi vs OXY_bsc0 simulations (Figure S1).

We did not attempt further simulations for the following
reasons. Our simultaneous test simulations (not shown) of
B-DNA and Sarcin Ricin 23S rRNA internal loop with the
Ode et al. parametrization did not change the results
substantially (including the � angle and helical twist in
B-DNA) compared to parmbsc0 (and parm99 for the RNA)
simulations. However, the simulated molecules appeared
again visually stiffer. The overall impression so far is that
the �-modification apparently slows down transitions (some
backbone substates, e.g,, if present) but does not change the
ultimate conformational preference. Therefore, it is not
surprising that the simulations with modified � did not reveal
any substantial changes of the d(G4T4G4)2 which even with
parmbsc0 and parm99 take a time. Meanwhile we obtained
better insights into the performance of this force field using
the HT G-DNA simulations (see below) and decided that
further simulations of d(G4T4G4)2 with the Ode et al. force
field are not needed.

Molecular Dynamics with CHARMm. All CHARMm
simulations (cf. Table 1) resulted in loop structures that do
not resemble the experimental ones. Almost no structural
features were kept, including the thymine base pairs and
stacking interactions (Figures S2 and S3). Rmsd values were
high (Figure S2). During the CHARMm simulations the
loops adopted two main conformations (Figure S4). The first
conformation is characterized by stacking interactions be-
tween T5 and T6 (upper loop) or T17 and T18 (lower loop).
In the second conformation T5 stacks on T8 (upper loop) or
T17 stacks on T20 (lower loop). Notable is that with
CHARMm simulations the X-ray loop structures were lost
in standard simulations. In one of the simulations only two
ions remained in the channel, while in the other two
simulations there were two ions in the stem channel and one
ion coordinated to the outer quartet from the loop region
(Table S1). This indicates that even the stem behavior is not
fully perfect. Therefore, we have carried out a test simulation
of an all-parallel four quartet G-DNA stem with CHARMm
with Na+ (last simulation in Table 1). The simulation lost
one of the stem ions rather quickly, which was never
observed in analogous AMBER simulations (Figure S5). This
behavior is not promising, especially when considering that
we have used Na+ cations which should have no steric
problems within the stem.

Simulations of the Human Telomeric Monomolecular
d[AGGG(TTAGGG)3] Quadruplex (HT Quadruplex)
with Propeller Loops. Description of the Structure. The
structure consists of a common three-quartet guanine stem
withtwoioncavitiesandthreesimilarthymine-thymine-adenine
propeller loops (T5-T6-A7, T11-T12-A13, and T17-T18-
A19) - see Figures 1c and 4. In each loop the adenine is
sandwiched between the two thymines but stacks primarily
with the first thymine, i.e., there are stacking interactions

Table 3. MM-PBSA Free Energy (see Method) in kcal/mol,
Averaged over 1-5, 21-25, and 46-50 ns Trajectory
Portions

MD simulation 1-5 ns 21-25 ns 46-50 ns

OXY_bsc0_0 -5053 ( 20 -5054 ( 19 -5052 ( 20
OXY_bsc0_1 -5054 ( 20 -5055 ( 20 -5051 ( 20
OXY_bsc0_2 -5050 ( 20 -5054 ( 19 -5050 ( 20
OXY_bsc0_3 -5054 ( 21 -5046 ( 21 -5052 ( 19
OXY_bsc0_4 -5052 ( 20 -5050 ( 19 -5053 ( 20
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between T5 and A7, T11 and A13, and T17 and A19. The
other thymines (T6, T12, and T18) are unstacked.

As the loops are conformationally restricted, their back-
bone torsion angles differ from the canonical DNA R/γ g-/
g+ conformation. The first thymine in each loop shows R/γ
values of g+/t. The second thymine has R/γ torsions roughly
in t/g+ position while the adenine is in the canonical g-/g+
region. Note that the R/γ g+/t substate of the first nucleotides
in each loop is the same torsion combination which had to
be penalized in the parmbsc0 force field to stabilize B-DNA
simulations.79

Standard Molecular Dynamics with parm99 Force
Field. Guanine stem was stable when simulated with Na+

and both its channel cations stayed inside the structure.
However, with the standard K+ ion parameters one of the
cations left the channel. This most likely is caused by the
imbalance in description of solute - cation interactions as
described in detail in the Method section. Thus for further
simulations we reduced the K+ radius (see the Method
section for further explanation). This stabilized the stem but
did not stabilize the loops (see Table 2 for the list of all HT
simulations).

Standard MD simulations with the parm99 force field were
not capable of keeping the experimental loop structures even
on a 10 ns scale, irrespective of the cation parameters. The
simulations resulted in a mixture of diverse loop structures,
none of them resembling the experiment. Loop geometries
were unfolded, and base stacking and other structural
signatures of the experimental loops were lost (cf. Figure
5a,b). The loops were swiftly diverging to very diverse
conformations, while the experimental one has never been
sampled again (see further details in the Supporting Informa-
tion, including Table S3 summarizing changes of loop
backbone angles in all HT simulations). For this reason it
was not necessary to make longer simulations or to attempt
LES.

Standard Molecular Dynamics and LES Simulations
with parmbsc0. In standard parmbsc0 simulations, all three
propeller loop structures remained quite close to the experi-
ment even after 50 ns long runs (Figure 5c) and adopted
essentially identical geometries. Nevertheless, the agreement
with experiment is not perfect for two reasons. The adenine
changes its stacking thymine partner from T5 to T6, and the
γ trans topology of the first thymine is lost (Figure 6, Table
S3).

The loss of the γ trans of the first loop nucleotide is in
fact not surprising. Parmbsc0 stabilizes the canonical con-
formation of R/γ torsional angles compared to g+/t, relative
to parm99.79,113 This is an absolute requirement to achieve

stable B-DNA simulations. However, in the HT quadruplex
X-ray structure, the first thymine of all three loops (T5, T11,
and T17) has γ trans accompanied with the corresponding
R torsion in g+. This arrangement was not stable with
parmbsc0 simulations (see Figure 6) with both ion types and
the backbone flipped basically to the canonical R/γ combina-
tion. Some of the loops switched their first thymine to the
canonical region quickly; in a few cases it took ∼20 ns, but
at the end of the standard simulations all nine independent
loops (three simulations including one excess-salt, see Tables
2 and S3) lost the γ trans. On the other hand, the remaining
loop nucleotides were stabilized by the parmbsc0 force field,
sharply contrasting the parm99 behavior. It thus appears that,
regarding simulation of this particular loop, the parmbsc0
force field is slightly too canonical though definitely im-
proved over parm99. It allows a quite satisfactory description
of this particular loop. At first sight, these simulations might
indicate that the R/γ correction of parmbsc0 could be
reduced. However, based on the experience accumulated
while working on the g+/t B-DNA problem, any significant
weakening of the γ trans correction would likely undermine
the B-DNA simulations. Note also that (see above) this would
hardly improve the loop behavior of the OXY quadruplex
where both parm99 and parmbsc0 appear to provide practi-
cally identical results.

The modest rearrangement of the loops in parmbsc0
simulations further included creation of a new hydrogen bond
between O4 of the first thymine in each loop and a guanine
amino group of the central quartet of the stem. The structural
change of base stacking in the loops was a consequence of
the backbone flip. When the γ torsion flipped from t to g+
value, the R torsion left the g+ arrangement and after some
fluctuations adopted a value of ca. -120°. This flip brought
the above-noted hydrogen bond donors and acceptors close
to each other, and the new H-bond was formed. Reduction
of the distance between the involved atoms from the starting
T(O4) - G(H22) value of 7 Å to the final value <2 Å resulted
also in the change of base stacking in the loops. While in
the X-ray structure the adenine stacked with the first thymine
in each loop, in the final loop structures the adenine stacked
with its neighboring thymine in the loop, because the first
thymine was rotated and bound to the stem via the newly
formed H-bond. All three changes (backbone flip, stacking
change, and H-bond formation) appear to be interrelated and
in a delicate balance.

Results of excess-salt simulation with Dang parameters
for ions are the same as in other parmbsc0 simulations. We
again evidenced restacking of the loops, creation of H-bonds
between O4 atoms of thymine bases and guanine amino
groups of the central quartet of the stem and the loss of γ
trans. Thus changing the salt condition is not affecting the
simulation outcome significantly, as usual with nucleic acids
simulations.114

As parmbsc0 provided a rather satisfactory loop descrip-
tion, we performed also extensive LES simulations. LES
confirmed that for this loop the parmbsc0 force field is not
far from the target structure since the LES simulations
localized similar geometries as the standard simulations. The
above-mentioned H-bonds between O4 atoms of thymine

Figure 4. The crystal structure of d[AGGG(TTAGGG)3] (HT)
quadruplex; side view. Cyan dots are the channel K+ ions;
loop nucleotides are shown using green (thymine) and red
(adenine) licorice model.
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bases and guanine amino group of the central quartet of the
stem were not stably formed within both LES trajectories
(HT_bsc0_LES and HT_bsc0_LES_K2). The HT_bsc0_
LES trajectory even exhibited the smallest rmsd from all of
the trajectories compared to the X-ray structure. Some loops

had still γ of the first nucleotide in trans at the end of the
LES run. However, the subsequent standard MD trajectories
aimed to relax the LES structures show basically again
formation of the structure seen in the standard simulations
with the H-bonds between the first thymines of the loops

Figure 5. Experimental and simulated structures of the human telomeric quadruplex a) the X-ray structure, b) the structure
from parm99 HT simulation, c) the structure from HT_bsc0 simulation, and d) the structure from the HT_CHARMm simulation.
Cyan and blue dots are the channel K+ and Na+ ions, respectively; loop nucleotides are shown using a green (thymine) and red
(adenine) licorice model. Note that in part d) one of the ions left the channel and is seen trapped in the loop region far from the
channel. MD structures were averaged over the last 0.5 ns of the trajectory (except for the lost ion in part d).

Figure 6. Simulation HT_bsc0 with parmbsc0. a) Time development of R and γ torsions and the loop - stem H-bond of the first
thymine in each loop, i.e. T5, T11, and T17. Each pair of graphs corresponds to one loop; the upper graph shows R (black) and
γ (red) torsions; the lower graph shows the H-bond between the thymine and the guanine stem. Note that two γ trans states are
lost swiftly, the remaining one after more than 20 ns. b) Averaged (last 0.5 ns) structure of HT_bsc0 simulation. The middle
guanine quartet and the first thymines in each loop are highlighted by space filling representation.
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and the stem. The LES simulations give an impression that
the parmbsc0 force field prefers the new loop topology as
the true global minimum while still sometimes attempting
to regain some of the features of the original structure.

Chi Modification of the AMBER Force Field. Simulations
run with modified parameters for � torsions did not bring
any breakthrough. The 50 ns HT_bsc0_chi simulation
resulted in a structure very similar to the HT_bsc0 simula-
tion. The γ trans of the first thymines in each loop is lost,
adenines change their stacking thymine partners, and H-
bonds between the first thymine in loop and guanine of the
middle quartet are formed. As we noted above, the �
modification appears to rigidify the simulated molecule while
not affecting the structures that result from transitions. I.e.,
we see the same development as without the � correction,
albeit on a longer time scale. The ultimate outcome of the
simulation is dictated by whether the � modification is
combined with parm99 or parmbsc0. Even the � angle values
achieved in the simulations with � modification appear to
be unaffected by the � modification. The modification
appears to change the torsional profile mainly in the region
between anti and syn nucleotide geometries, which could
affect the kinetics and path of the anti to syn transitions;
however, further tests will be needed to obtain more insights.
When the � correction was combined with parm99, the loops
were significantly destabilized, again as inherent to the
parm99 force field without the � correction. We further took
the final structure from HT_bsc0 simulation, added �
modification and run additional MD. After 50 ns the structure
was not changed, and not a single first thymine in the loops
switched back to trans. One loop was slightly closer to the
original X-ray structure as the H-bond between thymine and
guanine was broken, but this is an insignificant observation.
In summary, while the � correction slows down transitions,
we see that all simulations are progressing to the same
structures as those obtained either with parmbsc0 or parm99
without � modification, depending on which of them is
combined with the � correction. Therefore, so far we do not
see any advantage of using the � correction, which is also
supported by our B-DNA and Sarcin Ricin RNA simulations
(unpublished data).

Molecular Dynamics with CHARMm. With the CHARMm
force field, the loop geometries appeared as unstable as with
parm99, that means in entire disagreement with the experi-
ment and not converging to any common structure (Figure
5d). Thus we do not provide detailed analyses. Even the stem
behavior was imperfect. One of the two integral cations left
the stem channel at ∼2 and ∼3 ns for the Na+ and K+

simulations, respectively. Such behavior was sometimes
observed with AMBER and standard K+ ions (see Method
for discussion) due to the exaggerated short-range repulsion.
However, channel ion instability with AMBER has never
been seen using a smaller radius for K+ and any of the Na+

parameters. The swift loss of the channel ions in CHARMm
simulations (already seen for CHARMm OXY and parallel

quadruplex, see above) is definitely in disagreement with
experiments, and thus no further simulations were attempted.

Discussion and Conclusions

We have carried out an extensive set (more than 1.5 µs in
total) of simulations of two guanine quadruplex DNA (G-
DNA) molecules: the d(G4T4G4)2 dimeric quadruplex with
diagonal loops14 and also the parallel stranded human
telomeric monomolecular quadruplex d[AGGG(TTAGGG)3]
with three propeller loops,15 as revealed by X-ray crystal-
lography. The main aim of the study was to analyze the
capability of the explicit solvent molecular dynamics (MD)
technique to describe the complicated single stranded loop
topologies of these G-DNA molecules.

We have tested five force fields: the parm99 AMBER force
field,74 its recent reparametrization aimed to stabilize B-DNA
known as parmbsc0,79 a combination of both parm99 and
parmbsc0 with modification of the � torsional profile
suggested by Ode et al.,80 and the CHARMm force field81,82

for nucleic acids. In addition, several ion parameters were
used, and net-neutralizing simulations were compared with
excess salt ones. The loop behavior does not appear to be
dependent on the type of ions, and also the excess salt does
not appear to affect the solute behavior on the present time
scale. Besides standard simulations, we applied also extensive
runs of locally enhanced sampling (LES) dynamics,76 which
is designed to improve sampling of the loop regions, in order
to overcome limitations of the short time scale of the
simulations. The LES simulations nicely complement the
picture emerging from long standard simulations. We see a
basic agreement between LES and MD results for both
quadruplexes. The study confirms that single stranded hairpin
loop topologies represent a major problem for molecular
mechanical force fields and that much caution and validation
against experimental data is necessary before accepting as
real trajectories obtained for these systems.

The d(G4T4G4)2 quadruplex contains, besides the three
genuine binding sites for cations in the channel of its stem,
also ion binding site at each stem-loop junction. This
arrangement of five cations in the quadruplex core region is
entirely unstable in all simulations. Most simulations ended
up with just three cations in the stem cavities, while there
was not a single simulation with five ions inside the structure
at the end. The diagonal loops in this structure are stable in
short AMBER simulations (all force field variants), while
they are lost in CHARMm simulations. In longer AMBER
simulations, however, the loops start to convert to a
substantially different arrangement, as seen in Figure 3c,f.
Analysis of standard and LES simulations give a clear
indication that parm99 and parmbsc0 have similar perfor-
mance for this loop.

The propeller loops of d[AGGG(TTAGGG)3] are very
unstable in standard simulations with parm99 and CHARMm,
resulting in a diverse mixture of incorrect geometries.
Parmbsc0 provides a substantially better description of the
-TTA- propeller loops, albeit there are some differences
compared with the experimental structure. Namely, γ trans
of the first thymine in each loop is lost. This is not surprising,
as this force field has been parametrized to penalize γ trans

Force Field Testing on G-DNA J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2525



in order to stabilize B-DNA simulations.79,113 This also
results in some change of stacking partners in the loop.
Despite that, this geometry is obtained reproducibly and
partially resembles the experimental one.

It is to be noted that the characteristic loop topology of
d(G4T4G4)2 which is not reproduced by the force fields has
been unambiguously determined by X-ray and solution
experiments, with different ion conditions and also with
different crystal packing environments.14,30,78,88 On the other
hand, it is well established that the d[AGGG(TTAGGG)3]
HT quadruplex would likely fold to an entirely (globally)
different topology with an antiparallel (instead of parallel)
stem in the presence of Na+ in solution,115 as it can adopt
multiple topologies. However, this to our opinion is not
related to the instability of the loops in our simulations. The
overall topological variability in the experiments reflects free
energy balance between very different folds. Once a ns-scale
simulation starts from one of these folds (parallel with
propeller loops in our case) its outcome should not be
affected by the fact that some other topology would be more
stable. The other topologies are entirely unreachable on
the simulation time scale and thus do not interfere with the
simulation outcome. The stem would have to be unfolded
and refolded to form the alternative topologies. Therefore,
once the simulation is confined within a given overall folding
arrangement, the simulation should be capable of localizing
the appropriate loop geometry provided the force field is
appropriately balanced.

The modification of the AMBER glycosidic torsion by Ode
et al. does not seem to bring any substantial change of the
force field. Its most characteristic feature is rigidification of
the simulated structures that slows down the transitions. That
is, we see the same development as without the � correction,
albeit on a longer time scale. The ultimate outcome of the
simulation is dictated by whether the � modification is
combined with parm99 or parmbsc0. No clear advantage
appears then from using Ode’s parameters, and the extra
rigidification of the system is expected to produce undesired
equilibration problems and potential error in the description
of the flexibility pattern.

We suggest that the struggle of the force field to deal with
the loops is not surprising. Their geometry is a result of a
delicate balance of a large number of diverse competing
forces including various noncanonical H-bonds between loop
bases, different stacking options, specific ion interactions (see
the OXY quadruplex), unusual backbone conformations,
structural communication between stem and loop not only
through the covalent linkage but also via H-bonds or ion
interactions, complex solvation effects, and maybe some
others. It appears to be very difficult to simultaneously
balance all these diverse contributions to obtain the correct
loop geometry. It is important to underline that the loops
represent a daunting task for the MD simulation technique,
and problems of the method with this specific type of nucleic
acids architecture does not rule out successful application
of the technique to most other types of nucleic acids
molecules where it is much easier to obtain a sufficient
balance of all the energy contributions. Overall our calcula-
tions demonstrate the need for a fine benchmarking of nucleic

acids force fields outside from regular structures and well-
defined compact arrangements. Ion parameters need to be
included in these benchmarks, since for some of these
structures they can play a key stabilizing role. Future
generation force fields, including polarization corrections,116,117

might be able to capture the behavior of these complex
systems, but, in the meantime, careful checking of simula-
tions in unusual structures such as the quadruplex loops
seems necessary to avoid reaching erroneous conclusions.
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Abstract: Structure-based and physics-based coarse-grained molecular force fields have
become attractive approaches to gain mechanistic insight into the function of large biomolecular
assemblies. Here, we study how both approaches can be combined into a single representation,
that we term ELNEDIN. In this representation an elastic network is used as a structural scaffold
to describe and maintain the overall shape of a protein and a physics-based coarse-grained
model (MARTINI-2.1) is used to describe both inter- and intramolecular interactions in the system.
The results show that when used in molecular dynamics simulations ELNEDIN models can be
built so that the resulting structural and dynamical properties of a protein, including its collective
motions, are comparable to those obtained using atomistic protein models. We then evaluate
the behavior of such models in (1) long, microsecond time-scale, simulations, (2) the modeling
of very large macromolecular assemblies, a viral capsid, and (3) the study of a protein-protein
association process, the reassembly of the ROP homodimer. The results for this series of tests
indicate that ELNEDIN models allow microsecond time-scale molecular dynamics simulations
to be carried out readily, that large biological entities such as the viral capsid of the cowpea
mosaic virus can be stably modeled as assemblies of independent ELNEDIN models, and that
ELNEDIN models show significant promise for modeling protein-protein association processes.

Introduction

Computational modeling of molecular mechanisms of bio-
logical processes is a challenging task. It requires models
that can reproduce accurately not only the structural and the
dynamical properties of all molecular entities involved (i.e.,
protein receptors, protein effectors, ligands, lipid molecules,

aqueous environment) but also the transient intermolecular
interactions in which these entities engage and that modulate
their various functional states. This task is often complicated
further by the size of the biological systems involved and
by the time scales over which these functional processes
occur.1

One way to circumvent these challenges, without sacrific-
ing on the resolution at which the biological system is
represented, is to take advantage of experimentally available
information.2-4 For example, the existence of gain-of-
function mutants5,6 within the GR subunit of the heterotri-
meric G protein, transducin, was exploited. It enabled
detailed atomistic insights to be obtained via classical
molecular dynamics simulations, about the allosteric struc-
tural changes that accompany the activation of the G protein
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by its cognate transmembrane receptor rhodopsin. This was
possible without modeling the receptor, the lipid environ-
ment, or their intermolecular interactions with transducin
explicitly.7 Another way to address these challenges is to
make use of algorithms that enhance conformational sam-
pling (for recent reviews see1,8-14). But the size of the
systems that can be studied with such techniques is as limited
as for the more classical approaches such as atomistic
molecular dynamics simulations.

An approach that has attracted a great deal of interest has
been to develop simplified molecular models to reduce the
number of degrees of freedom that need to be taken into
account.1,10,15-18 This approach is particularly advantageous
because it permits to increase the time-scale of the simulation
and the size of the molecular system simultaneously. The
challenge for these simplified or coarse-grained (CG) mo-
lecular models is to achieve an accurate description of the
free energy surface. Transferability of the CG model is also
a challenge. Ideally one would like to have a CG model
readily applicable in a variety of molecular contexts.1

To date, CG models have been developed for a variety of
biomolecules including lipids,19-22 proteins10,23-28 and
DNA.29-31 Typically a CG model groups atoms into single
interaction centers. The degree of coarse-graining can vary
from 2-6 atoms to the whole macromolecule and such force
fields are usually parametrized following a knowledge-based
or a physics-based approach (see refs 1, 10, and 18 for a
description of recent CG models). From the latter category,
the MARTINI force field,21,22 compatible with the so-called
GROMOS philosophy,32 is based on the parametrization of
a large library of building blocks against experimental
thermodynamic data. This approach is particularly valuable
because a number of biological phenomena (e.g., protein
folding, peptide-membrane binding, or protein-protein as-
sociation) depend on the degree to which the constituent
groups partition between polar and nonpolar environments.
In addition because the building blocks can be combined to
construct virtually any molecule,22,28 they offer an immediate
solution to the transferability challenge. Finally, another
advantage of the MARTINI force field is that its degree of
coarse-graining (∼residue-level) is sufficiently detailed to
maintain a close tie with experimental approaches that probe
the involvement of particular residues in functional mech-
anisms. The MARTINI model has already been used in a
number of protein studies, including the self-assembly of
rhodopsins33 and the gating of mechanosensitive34 and volt-
age gated membrane channels.35

Elastic Network (EN) models represent another form of
coarse-graining (for recent reviews see36-38). EN models
were first introduced by Tirion39 as an alternative to classical
atomistic normal-mode analysis. By taking the native struc-
ture as the minimum of the free energy EN models eliminated
the need of an often-costly minimization procedure, but in
so doing, EN models introduced an intrinsic bias toward the
initial experimental structure. In an EN model, the structure
of a macromolecule is described as a network of point masses
connected to one another with springs when the distance
between the point masses is less than a predefined cutoff
distance (RC). In the simplest form of EN model, the values

of the spring force constant, KSPRING, and the cutoff, RC, are
taken to be the same throughout the network. These two
parameters, characterize the network, that is, its rigidity and
its extent. A number of variants have been proposed
throughout the years40-42 and the effects of various schemes
for building the network of connected residues and setting
the spring force constants have been evaluated in a number
of studies.43-46 Recently, EN models have attracted a lot of
interest because in combination with the rotational-transla-
tional block approximation47-50 the size of the biological
systems that can be studied has been increased dramatically
(e.g., see refs 51 and 52). But most importantly, the EN
approach has shown a remarkable ability to reproduce a
number of biologically relevant dynamical properties of
macromolecules.36,38

EN models have been combined with atomistic (AT) and
CG molecular force fields. When used in combination with
AT models the main focus has been to enhance or to guide
conformational sampling.53-57 When used in combination
with CG models the main goal has been to maintain the
structure of the modeled biomolecule. Bond and co-workers
have used both a classical EN scaffold (RC ) 0.7 nm and
KSPRING ) 1000 kJ mol-1 nm-2) and hydrogen-bond based
harmonic distance restraints (force constant 1000 kJ mol-1

nm-2), when modeling membrane proteins and membrane
peptides, respectively.58,59 Similarly, Periole et al.33 used a
combination of sequential (CRif CRi+4, CRif CRi+20, and
CRif CRi+30 with K ) 9250 kJ mol-1 nm-2) and distance-
based (between elements of secondary structure with K )
1250 kJ mol-1 nm-2) harmonic restraints when studying the
self-assembly of rhodopsin in membrane models. While a
qualitative agreement between AT and CG simulations was
found in these CG studies, the effect of using such restraints
on the structure and the dynamics of the model remains to
be determined.

In the present study, we investigate the possibility of
combining both structure-based and physics-based CG
models into a unique representation. Specifically, we char-
acterize the structural and dynamical consequences of
combining an EN model with the MARTINI force field.22,28

For the sake of simplicity we focus only on EN scaffolds
characterized by two unique parameters: RC and KSPRING. We
use three model proteins, the B1 domain of protein G,60 the
src-SH3 domain,61 and the villin headpiece subdomain,62

respectively representing the R + � structural class, the all-�
structural class, and the all-R structural class, to determine
whether optimal and possibly universal values for the EN
parameters, RC and KSPRING, can be identified. The aim is to
have the combined EN-CG protein model, referred to as an
ELNEDIN protein model from now on, reproduce quanti-
tatively the structural and dynamical properties of the same
protein simulated with an atomistic force field. In addition,
we evaluate the behavior of an ELNEDIN model in the
context of long (microsecond time-scale) molecular dynamics
simulations, and large macromolecular assemblies (the capsid
of the cowpea mosaic virus63). Finally, we evaluate the ability
of an ELNEDIN model to be used for the study of
protein-protein association processes. This last test was
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carried out in the context of the homodimeric four-helix
bundle repressor of primer protein, ROP.64,65

Methods

Protein Systems. A total of five protein systems were
studied. The villin headpiece subdomain (PDB66 entry
1YRF62), the D48G mutant of the R-spectrin SH3 domain
(PDB entry 1BK261), and the B1 domain of protein G (PDB
entry 1PGB60) were used for the comparison of ELNEDIN
and atomistic models. The capsid of the cowpea mosaic virus
(PDB entry 1NY763), which consists of 60 copies of two
proteins containing 190 and 369 residues respectively, was
used to evaluate the capacity of ELNEDIN to handle large
macromolecular assemblies. And finally a mutant of the
homodimeric four-helix bundle repressor of primer protein,64

with an Ala residue inserted on either side of D31 (PDB
entry 1RPO65) was used for protein-protein association
evaluation.

Atomistic Simulations. All molecular dynamics (MD)
simulations were performed using the GROMACS simulation
package.67 Simulations using an atomistic (AT) representa-
tion were based on the united-hydrogen GROMOS-43a1
force field68 for the protein and the SPC water model for
the solvent.69 Each system (see below) was solvated in a
rectangular box. The minimum distance between the protein
and the edges of the box was initially set to 1.0 nm. The
systems were simulated at constant pressure (1 bar) and
constant temperature (300 K). Both the temperature and
pressure were maintained close to their target values using
the Berendsen weak coupling algorithm70 with time constants
τT ) 0.1 ps and τP ) 1 ps, for the temperature and pressure
respectively. A twin-range cutoff (1.0-1.4 nm) was used
for the nonbonded interactions. Interactions within the short-
range cutoff (1.0 nm) were evaluated every time step (2 fs),
whereas interactions within the long-range cutoff (1.4 nm)
were updated every 10 steps together with the pair-list. To
correct for the truncation of electrostatic interactions beyond
the long-range cutoff a Reaction-Field71 correction was
applied (ε ) 78). Bond lengths were constrained using the
LINCS algorithm72 for the protein and the SETTLE algo-
rithm73 for the water.

After solvation each system was energy-minimized and
the solvent relaxed for 10 ps with position restraints (1000
kJ mol-1 nm-2) applied to all heavy atoms of the protein.
When necessary explicit counterions were added to ensure
electroneutrality of the simulation box, and the resulting
neutralized system was energy-minimized again. The system
was then simulated for 10 ps at constant pressure and
temperature, with the restraining potentials applied on CR
atoms only. Finally the system was simulated for 100 ns
without any restraints. The last 60 ns were used in the
analyses.

ELNEDIN Models and Simulations. The current version
of ELNEDIN is based on the version 2.1 of the MARTINI
molecular force field.22,28 However, because we chose to use
the position of the CR atom to place the backbone bead,
instead of that of the center of mass of the sN, CR, C, Os
main chain atoms, as in MARTINI, several minor modifica-

tions were introduced. These modifications, which only
involve changes in the bonded interactions and the structural
mapping of aromatic residues from AT to coarse-grained
(CG) representation, are detailed in the Supporting Informa-
tion section. The nonbonded interactions described in
MARTINI 2.1 were not modified.

The EN scaffold component of the ELNEDIN models was
built only across the CG backbone beads (i.e., CR atoms).
Two backbone beads were linked by a spring with force
constant, KSPRING, only if the distance between them in the
experimental structure was less than a predefined cutoff
value, RC, and if they were separated by at least two positions
in the protein sequence (see Supporting Information for
details on how bonded interactions between sequential, i f
i + 1 and i f i + 2 residues were described). For a given
ELNEDIN model, the values of RC and KSPRING are identical
for all pairs of backbone beads. The equilibrium length of a
given spring was set to the experimentally observed distance
between the two CR atoms that it connects.

In the simulations using an ELNEDIN model, the tem-
perature and pressure were treated as in the AT simulations,
with τT ) 0.5 ps and τP ) 1.2 ps. The nonbonded interactions
were treated with a switch function from 0.0 to 1.2 nm for
the Coulomb interactions, and from 0.9 to 1.2 nm for the
Lennard-Jones interactions, conform the standard MARTINI
protocol. The integration time-step was set to 20 fs and the
neighbor list was updated every 5 steps.

Each ELNEDIN system was solvated in a cubic box with
a minimum of 1.2 nm between any protein bead and the
edge of the box. After energy-minimization with position
restraints (1000 kJ mol-1 nm-2) applied to all protein beads,
a 50 ps MD simulation using a 1 fs time-step (real times)
with the same position restraints was used to relax both the
solvent molecules and the protein in the force field. The
system was further relaxed with a 1 ns long MD run with a
20 fs time-step and position restraints on the protein
“backbone” beads. Finally each system was simulated for
production without any restraints. The length of the various
production runs is reported in the text.

Note that because of the smoothing of the energy surface
in the CG model the time scales are generally faster.
Typically a standard conversion factor of 4 is used, corre-
sponding to the effective speed up factor in the diffusion
dynamics of CG water compared to real water taking into
account that the CG water represents 4 real waters.21 The
CG simulation times reported in the Results are thus effective
times (4 × simulation-time) noted with an asterisk (*), unless
otherwise stated.

Comparison of ELNEDIN and Atomistic Models. To
evaluate the effect of the properties of the EN scaffold on
the structural and dynamical properties of a protein modeled
using an ELNEDIN representation, the values of RC and
KSPRING were varied systematically in the range 10-10000
kJ mol-1 nm-2 and 0.6-1.2 nm, respectively. AT simulations
were used as benchmark. The comparison of ELNEDIN and
AT simulations was based on four structural and dynamical
quantities. These quantities were computed from the equili-
brated portions of the MD trajectories. The last 60 ns of 100
ns-long MD simulations were used in the case of AT runs,
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and the last 15 ns (60 ns*) of 20 ns-long MD simulations
for the CG runs. The degree of motion and fluctuation is
time-scale dependent, it is therefore important that the length
of the trajectories used in the comparison is the same for
both models. The four quantities were (1) the time average
of the CR root-mean-square deviation, RMSD, (2) the root-
mean-square deviation per residue, RMSD_res, (3) the root-
mean-square fluctuation per residue, RMSF_res, and (4) the
essential subspace (first ten eigenvectors of the covariance
matrixofpositionalfluctuations;seebelowandreferences7,74-77).
The RMSD and RMSD_res quantify the global and local
structural deformation from the experimental structure, while
the RMSF and essential subspace characterize the local
fluctuations (deviation from the mean) and the direction of
thelarge-amplitudefluctuationsofthebiomolecule,respectively.

Four similarity indices were defined. The ∆RMSD index
was defined as the absolute difference between the average
values of RMSD of the protein in the two approaches

The index of similarity for comparing RMSD_res and
RMSF_res values obtained in CG and AT models was
defined as

with RMSX representing either RMSD or RMSF, and N the
number of residues in a protein.

And finally, the similarity between the essential subspaces
obtained from AT and CG models was quantified by
computing the root-mean-square inner-product (RMSIP)
between the first 10 first eigenvectors in each simulation76-79

where ηi
ATand ηj

ELNEDIN are the ith and jth eigenvectors
obtained from the AT and ELNEDIN simulation, respec-
tively. For a given system and simulation the essential
subspace was computed by diagonalizing the covariance
matrix of positional fluctuations [Cij]i,j∈{1, ..,3N}2 whose ele-
ments are given by

where qi is one of the Cartesian coordinates of one of the
CR atoms in the molecule and 〈qi〉 is the corresponding
average value over the ensemble of configurations considered
for analysis.

Results and Discussion

Components of an ELNEDIN Model. Figure 1 illustrates
the various components that make up an ELNEDIN model.
The rationale underlying ELNEDIN is to combine a structure-
based coarse-grained model, such as an elastic network,39

with a physics-based coarse-grained (CG) molecular force

field to represent a protein. The elastic network acts as a
structural scaffold while the force field directs intermolecular
interactions. It should be noted that Tozzini and McCammon
have followed a similar rationale using Morse potentials to
introduce a bias toward the native structure and to supplement
a statistics-based force field.24 Here, we use a simple two-
parameter, RC/KSPRING, elastic network. In addition to this
elastic network scaffold, each amino acid is geometrically
represented and “typified” (Lennard-Jones and Coulomb
potential parameters) according to the MARTINI force
field.22,28 (Slight modifications to the latest version of the
MARTINI force field were needed, see Methods, these
changes are described in detail in the Supporting Informa-
tion). It is important to note that backbone beads linked with
springs do not interact with each other via nonbonded
potentials (Lennard-Jones and Coulomb) because bonded
beads are excluded from the nonbonded interaction lists.
Thus, the choice of values for RC and KSPRING will directly
affect the extent to which either bonded or nonbonded
potentials contribute to the internal dynamics of a given
protein model.

Influence of the Properties of the Elastic Network on
the Structure and Dynamics of a Protein. To evaluate the
influence of the scaffold parameters, RC and KSPRING, on
the structure and the dynamics of a protein we first focused on
the B1 domain of protein G,60 a protein whose conformational

∆RMSD ) |〈RMSD〉last60ns
AT - 〈RMSD〉last60ns*

ELNEDIN|

∆RMSX_res )

� 1
N ∑

i)1

N

(RMSX_resi
AT - RMSX_resi

ELNEDIN)2

RMSIP ) � 1
10 ∑

i)1

10

∑
j)1

10

(ηi
AT · ηj

ELNEDIN)2

Cij ) 〈(qi - 〈qi〉) · (qj - 〈qj〉)〉

Figure 1. Components of the ELNEDIN model of the villin
headpiece subdomain. (A) Ribbon and ball and stick
representations of the villin-headpiece subdomain (PDB
entry 1YRF62). The N-terminal phenylalanine residue is
highlighted in blue. (B) CPK representation of a coarse-
grained model of the villin-headpiece subdomain based on
the modified MARTINI force field. The N-terminal pheny-
lanaline is highlighted in blue. (C) Close-up view of the
N-terminal phenylalanine with details of its all atom (blue)
and CG (gold) bonding network. (E) Five elastic network
scaffolds of the villin-headpiece subdomain built (from left
to right) with RC ) 0.6, 0.8, 0.9, 1.0, and 1.2 nm,
respectively. All graphics were created using the visualiza-
tion software VMD.97
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properties we have studied in detail previously.77 Fifteen
different scaffolds were built by varying RC from 0.6 to 1.2
nm, and KSPRING from 10 to 10000 kJ mol-1 nm-2.

The main results of these computational experiments are
summarized in Figure 2. The root-mean-square deviation
(RMSD) of the backbone beads with respect to their
crystallographic position plotted as a function of time showed
that the global deformation of the protein decreases when
increasing both RC and KSPRING values (Figure 2A). The
deformation of the protein can exceed 0.5 nm with a flexible
and undersized scaffold (small values of RC and KSPRING,
upper left panel Figure 2A) and can be as low as 0.01 nm
with the stiffest and most extended variant (large values of
RC and KSPRING, lower right panel Figure 2A). Intermediate
deformations are observed not only with intermediate values
of RC and KSPRING but also with combinations of short/strong
and long/weak values for RC and KSPRING, respectively. This
behavior indicates that RC and KSPRING compensate each other
to maintain the overall structure of the protein.

A similar behavior is observed when monitoring the root-
mean-square fluctuation of each residue (RMSF_res) with
respect to its average position (Figure 2B). However, it can
also be seen that the pattern of the residue-fluctuations
(distribution of peaks and valleys across the sequence) varies
significantly in some cases between one set of RC and KSPRING

parameters and another. These variations indicate that
notwithstanding the compensating effect of the scaffold
parameters in relation to overall deformation and amplitude
of fluctuations, accurate fluctuation patterns that would agree
with experimental B-factors or residue fluctuations computed
from atomistic (AT) simulations may only be achieved for
specific combinations of the scaffold parameters. This effect
can be observed in Figure 2B by comparing the AT (red)
and CG (black) fluctuations that show that only the param-
eters sets RC ) 0.9 or 1.0 nm with KSPRING) 500 kJ mol-1

nm-2 provide reasonable overlap between the CG and AT
models. To address this issue more in depth, we carried out
a systematic comparison between several structural and
dynamical properties computed from MD simulations using
AT and ELNEDIN representations using three distinct
proteins each representing a different structural class.

Comparison of Structural and Dynamical Properties
Computed from MD Simulations using AT and ELNE-
DIN Representations. The B1 domain of protein G, the
villin headpiece subdomain, and the R-spectrin SH3 domain,
were used for the comparison of AT and ELNEDIN models.
These proteins belong to different structural classes: the B1
domain belongs to the R + � class, the villin headpiece is
an all-R protein, and the SH3 domain belongs to the all-�
class. The small size of these proteins allowed relatively long
(∼100 ns) MD simulations to be performed in an acceptable
amount of time with an atomistic (AT) representation. It is
important to note that limiting ourselves to small proteins
does not affect the generality of our study because ultimately
we do not intend to scaffold large proteins with a single EN
but with discontinuous or independent elastic networks
instead (see below).

For each protein, MD simulations using an AT representa-
tion were carried for 100 ns, and MD simulations using an
ELNEDIN representation were carried out for 20 ns (cor-
responding to an effective time of 80 ns*). The parameters
for the EN scaffold were varied systematically with RC (nm)
∈ {0.6, 0.8, 0.9, 1.0, 1.2} and KSPRING (kJ mol-1 nm-2) ∈
{10, 50, 100, 200, 500, 1000, 2000, 5000, 10000}. Thus for
each protein a total of 45 MD simulations were performed
using an ELNEDIN representation.

Four physical quantities were computed from each MD
trajectory: (1) the time-average root-mean-square deviation
(RMSD) of the backbone beads (CR atoms), which quantifies
the global deformation of the protein with respect to the
experimental model, (2) the root-mean-square deviation of
the backbone beads per residue (RMSD_res) which quantifies
the structural deformation (deviation from the initial struc-
ture) of each amino acid, (3) the root-mean-square fluctuation
of the backbone beads per residue (RMSF_res) which
measures the fluctuation (deviation with respect to the mean
position) of each residue, and (4) the large-amplitude
collective motions of each protein system. The collective

Figure 2. Effect of KSPRING and RC values on the structure
and dynamics of the B1 domain of protein G. (A) Root-mean-
square deviation from the experimental structure as a function
of effective time. (B) Root-mean-square fluctuation of the
backbone bead of each residue as a function of residue
number (black curve). The root-mean-square fluctuation of the
CR atoms calculated from an all-atom MD simulation trajectory
is shown in red to illustrate the similarities and the differences
between the two approaches.
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motions were computed by essential dynamics analysis.74,75

The comparison between ELNEDIN and AT was quantified
using four similarity indices: ∆RMSD, ∆RMSD_res, ∆RMS-
F_res, and RMSIP (see Methods). The values of these indices
are reported on 2D contour maps in RC/KSPRING space (Figure
3). The values of the indices are color-coded so that the
similarity between the ELNEDIN and AT simulations
increased from red to blue for all four indices considered.
Note that for ∆RMSD, ∆RMSD_res, and ∆RMSF_res the
lower the value (minimum ) 0 nm) the better the agreement
between ELNEDIN and AT models; but for RMSIP the
higher the value (maximum ) 1) the better the correlation
between ELNEDIN and AT models. Similarity indices below
∼0.15 nm (cyan to blue) were considered good for ∆RMSD
and ∆RMSD_res. The corresponding cutoff values for
∆RMSF_res and RMSIP were set at ∼0.075 nm or below,
and 0.75 or above, respectively.

The 2D contour maps for the ∆RMSD, ∆RMSD_res and
∆RMSF_res indices confirmed the compensatory relationship
between RC and KSPRING. Indeed, for these three indices, the
EN scaffolds which provide the best agreement between
ELNEDIN and AT models (blue regions in the corresponding
panels) are clearly distributed diagonally across each of the
corresponding 2D contour map (Figure 3). This is the case

for all three proteins and suggests that the compensatory
behavior is independent of the structural class of the protein.
This result is consistent with the work of Tirion who reported
a similar inverse relationship between these two parameters
in order to maximize the agreement between EN and classical
normal-mode analysis.39 It is noteworthy, however, that the
width of the diagonal region within which quantitative
agreement (cyan to blue contours) between ELNEDIN and
AT is achieved, varies from one protein to the other,
suggesting that optimal values for RC and KSPRING may
depend on the specific protein.

Such a protein specific behavior is even more marked in
the case of the RMSIP index. For this index, the region of
RC and KSPRING values for which the ELNEDIN model agrees
with the AT model is confined to a specific perimeter, which
is not diagonal (i.e., the effects of RC and KSPRING do not
compensate one another) and whose extent and shape differs
for each protein (compare the blue regions across bottom
three panels in Figure 3). The reason why a protein specific
behavior appears readily in the RMSIP index is that the
computation of this latter index is more sensitive to the
variation of the measured property (in this case the positional
fluctuation) across the sequence than the other indices. Indeed,
in the case of the ∆RMSD, ∆RMSD_res and ∆RMSF_res
indices these sequence variations are averaged out, and
therefore not as readily detectable, although present (see the
distribution of peaks and valleys of the residue fluctuations
of the B1 domain of protein G in Figure 2B). Thus, taken
together, these results suggest that while the compensatory
mode in which RC and KSPRING influence the structural and
dynamical properties may be independent of the specific
protein being modeled, the region in the RC/KSPRING space
that gives the best quantitative agreement between ELNEDIN
and AT models is protein specific.

Nevertheless, a region of RC/KSPRING space in which
ELNEDIN models provide adequate quantitative structural
and dynamical agreement with AT models could be delin-
eated (data not shown). A search for a consensus set of
parameters across the various indices and protein systems
revealed that values within 0.8 and 1.0 nm for RC and ranging
from 500 to 1000 kJ mol-1 nm-2 for KSPRING could provide
adequate quantitative agreement with atomistic simulations.
These values are close to the values of RC ) 0.7 nm and
KSPRING)1000kJmol-1nm-2usedbyBondandco-workers.58,59

The values are also within the range used in typical EN
applications,39-41,43-45,72,80,81 which range from 0.7 to 1.6
nm for RC and from 200 to 4000 kJ mol-1 nm-2 for KSPRING.
It is important to note that in EN-based normal-mode analysis
the spring force constant is a parameter that is usually
adjusted a posteriori in order to match the amplitude of the
fluctuations with experimental B-factors for example. In that
case the value of the spring force constant only affects the
amplitude of the motions, not their directions. EN models
are therefore often referred to as single parameter (RC)
models. This is not the case for an ELNEDIN model. Both
RC and KSPRING contribute to the accuracy of the model. This
is because, as stated earlier, beads connected via springs do
not interact with each other via nonbonded potentials. Thus
an increase (respectively decrease) in the value of RC will

Figure 3. Comparing ELNEDIN and AT representations.
The values of ∆RMSD, ∆RMSD_res, ∆RMSF_res, and
RMSIP are reported for each of the three model proteins.
For all four indices of similarity the color-coding ranges from
red to blue, so that regions of low similarity between
ELNEDIN and AT models always appear in red, while
regions of high similarity are colored in blue. Note that low
values for ∆RMSD, ∆RMSD_res, ∆RMSF_res indicate high
similarity but that low RMSIP values indicate low similarity.
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modify the potential energy in two ways: (1) it will reduce
(respectively increase) the number of bead pairs that can
interact via nonbonded potentials and (2) increase (respec-
tively reduce) the number of bead pairs that will interact via
harmonic springs (KSPRING). This interplay between the elastic
network and the nonbonded potentials of the CG force field
has the appealing consequence of introducing anisotropy in
the description of the protein, akin to that sought in
anisotropic network models,41,46,81 despite the use of an
isotropic network.

Long Time-Scale Behavior of ELNEDIN Models. To
evaluate the behavior of ELNEDIN models during long MD
simulations, each of the three test proteins, the villin
headpiece subdomain, the B1 domain of protein G, and the
R-spectrin SH3 domain, was simulated for 8 µs*. Two
distinct combinations of spring force constant and cutoff
radius were used: (i) RC ) 0.9 nm, KSPRING ) 1000 kJ mol-1

nm-2 (0.9/1000) and (ii) RC) 0.8 nm, KSPRING) 500 kJ mol-1

nm-2 (0.8/500). The time series of the RMSD of each protein
from its experimental structure are shown in Figure 4.
Overall, the plots indicate that in all cases the native fold is
well preserved (average RMSD value e0.2 nm). This is
expected since we are using an EN scaffold for that very
purpose. But the plots also reveal how the quality of the
scaffold might influence the ability of a given system to
experience transient structural transitions during a simulation.
This effect is clear in the case of the villin headpiece
subdomain and the B1 domain of protein G, which experi-
ence more conformational transitions when modeled with
the 0.8/500 scaffold than with the 0.9/1000 one. Visual
inspection of the trajectories indicated that these conforma-
tional changes involved changes in orientation of secondary
structure elements. These transitions had a lifetime on the

order of 10-100 ns, and the protein always returned to the
native state. This behavior was not as marked for the SH3
domain in which only very small amplitude conformational
transitions were observed. The smaller amplitude of the
conformational transitions in the SH3 system may be due to
its higher degree of compactness with respect to the other
systems (e.g., for a given cutoff value SH3 has the largest
average number of springs per residue followed by protein
G and then villin). Taken together, these data indicate that
despite the intrinsic bias that an EN scaffold might introduce
toward the native structure it does not preclude changes in
the relative orientation of secondary structure elements.
However the ability to observe such transitions depends on
the choice of EN parameters.

To ascertain that the dynamic behavior observed for each
protein is inline with experimental data we compared the
residue-based fluctuations obtained from each long-time-scale
simulation to those computed from the NMR ensemble of
the cognate structure deposited in the PDB. The correlation
coefficients between the two sets of values are reported in
Table 1. Overall the data shows good agreement with
experimentally derived fluctuations with correlation coef-
ficients ranging from 0.62 to 0.86. These values indicate that
the pattern of fluctuations across the sequence obtained from
the simulation was very similar to that obtained from the
ensemble of structures satisfying the NMR restraints. Note
that the level of agreement between the experimental and
ELNEDIN data depends, to a large extent, on the quality of
the underlying atomistic simulations from which the optimal
choice of EN parameters was inferred.

Application of ELNEDIN to Large Macromolecular
Assemblies. We chose to model the viral capsid of the
Cowpea Mosaic Virus (CPMV PDB entry 1NY763). The
viral capsid of CPMV is a highly symmetrical assembly
consisting of 60 copies of two proteins having 190 and 369
residues, respectively. This assembly is almost spherical in
shape with a ∼26 nm diameter (Figure 5A). After solvation,
the system contained 268,883 CG beads, which would
correspond to 2,852,940 atoms if an atomistic representation
were used.

Since a single EN scaffold might adversely affect the
dynamics of the viral capsid, for example, by interfering with

Figure 4. Long time-scale simulations using two distinct
scaffolds. The RMSD vs time* of the three protein models
relative to their respective experimental structure during long
ELNEDIN simulations is shown. (A) The villin headpiece
subdomain. (B) The B1 domain of protein G. (C) the src SH3
domain. The values of the RC (nm) and KSPRING (kJ mol-1

nm-2) constants used in the simulations are indicated above
the panels: left panel simulations use a 0.9/1000 RC/KSPRING

combination, while the right panel simulations use a 0.8/500
combination.

Table 1. Correlation Coefficients between NMR- and
CG-Based Residue Fluctuationsa

RC/KSPRING

Villin headpiece
subdomain

B1 domain of
protein Gd SH3 domain

0.8/500 0.71b - 0.85c 0.73 0.75e-0.86f

0.9/1000 0.80b 0.62 0.68e

a Only CR atoms were used to compute the fluctuations. b The
NMR ensemble of structures was taken from entry 2JMO98 in
the PDB. Note that this entry contains a fluorinated residue. c The
correlation coefficient with respect to the fluctuations computed
from a 4 µs*-long simulation with RC/KSPRING ) 0.8/500 of the
wild-type NMR structure (PDB entry 1VII99) is 0.85. d The NMR
ensemble structures was taken from entry 1GB1100 in the PDB.
e The ensemble of NMR structures was taken from entry 1AEY101

in the PDB. This entry corresponds to the wild-type sequence
protein and not the mutant sequence used here. f The correlation
coefficient with respect to the fluctuations computed from a 4
µs*-long simulation with RC/KSPRING ) 0.8/500 of the wild-type
structure (PDB entry 1SHG102) is 0.86.
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changes in the relative orientations of the protein domains
with respect to each other, EN scaffolds were built for each
protein domain separately. But each EN scaffold was built
using the same values of RC and KSPRING, that is, 0.9 nm for
RC and 500 kJ mol-1 nm-2 for KSPRING. Note that beads in
distinct proteins interact according to the nonbonded terms
of the MARTINI force field. The overall ELNEDIN model
was simulated for 400 ns* at 1 atm and 300 K.

The time series of the RMSD and the radius of gyration
(Rg) are shown in Figure 5B. Both parameters indicate that
the CPMV capsid is structurally stable. The overall RMSD,
which remains below ∼0.5 nm throughout the simulation,
is remarkably small considering the size of the system.
Moreover, the viral capsid did not show any symptom of
collapse as has been observed for similar systems using an
atomistic force field82 or a more approximate level of coarse-
graining than the one used here.83 This suggests that large
macromolecules can be modeled effectively as assemblies
of independent ELNEDIN models. One reason for this
apparent success might be that maintaining the structural
integrity of each subunit independently may have contributed
favorably to the overall stability of the viral capsid. This
effect may need to be investigated further if reliable
mechanistic inferences are sought concerning CPMV. How-
ever, this is beyond the scope of the current study. Finally,
it is interesting to note that it took about 50 ns for the viral
capsid to reach a reasonably stable value for the RMSD and

Rg, suggesting that for such large systems the period of
relaxation is significantly longer than for smaller proteins.

Application of ELNEDIN to Protein-Protein Associa-
tion. As a last application, we evaluated the ability of
ELNEDIN models to be used for the study of protein-protein
association processes. A mutant (PDB entry 1RPO65) of the
repressor of primer protein (ROP) was used for this test. ROP
is a homo dimeric four-helix bundle,64 each monomer
consisting of two antiparallel R-helices. ELNEDIN models
were prepared for the native dimer configuration as well as
for three other configurations in which the monomers were
placed at 0.5 nm (TX ) 0.5), 1.0 nm (TX ) 1.0), and 1.5
nm (TX ) 1.5) from each other by simple translation in the
direction perpendicular to the plane defined by the monomer-
mononer interface. The relative orientation of the two
monomers was not modified. It would have added the
difficult task of sampling the conformational space, which
is beyond the scope of the present test. For each starting
configuration, native, TX ) 0.5, TX ) 1.0, and TX ) 1.5,
five independent MD simulations (400 ns*) were carried out
by using different sets of initial velocities. Two slightly
distinct EN scaffolds were tested: one with RC ) 0.9 nm
and KSPRING ) 500 kJ mol-1 nm-2 (0.9/500), and the other
with RC ) 1.0 nm and KSPRING) 1000 kJ mol-1 nm-2 (1.0/
1000). Note that while each monomer model used the same
RC and KSPRING values for the EN scaffold, each monomer
possessed its own separate scaffold and was thus free to move
independently from the other monomer during the MD
simulation.

The MD simulations of the native dimer configuration
showed that the four-helix bundle could adopt two distinct
conformations. These are marked native 1 and native 2 in
Figure 6A. The native 2 conformation differs from the native
1 (experimental structure) in the degree by which the
monomers are tilted with respect to each other. The
significance of this second orientation is not clear but it is
noteworthy that similar but less pronounced changes have
also been observed in atomistic simulations of ROP.78 The
two native conformations were observed for both EN
scaffolds. When simulating the translated systems formation
of either the native 1 or native 2 states was taken as a
successful reassembly event.

The results of the various monomer association tests were
as follows. Monomers that were placed 0.5 nm apart (TX )
0.5 runs) were always able to reassemble into a native
structure, and this was true for both EN scaffolds. TX ) 1.0
systems were also able to reassemble into a native structure
but in this case the more flexible scaffold performed better
than the more rigid one: 5 out of 5 successful reassemblies
were obtained for the 0.9/500 scaffold vs 2 out of 5 for the
1.0/1000 scaffold. The same trend but with less success
overall was observed for the TX ) 1.5 systems: 2 out of 5
runs produced a native structure when using the 0.9/500
scaffold vs only 1 out of 5 runs produced a native structure
when using the 1.0/1000 scaffold. Runs that failed to produce
a native structure after 400 ns* of MD simulation all showed
that the monomers had assembled into non-native states
burying sometimes as much surface area as the native
structure (data not shown). No attempt was made to study

Figure 5. Modeling the Cowpea Mosaic virus (CPMV). (A)
The viral capsid of CPMV is shown sliced across the middle.
The red dots are solvent molecules; the S viral protein is
shown in orange and the L viral protein in gray and blue for
aesthetic reasons only. (B) Plot of the RMSD from the initial
configuration and radius of gyration (Rg) of the capsid vs time*.
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these non-native systems, which would be considered false
positives in a docking experiment, in more detail.

Taken together, these results show that the quality of the
scaffold affects the ability of the monomers to reassemble
into a native structure. This is not surprising since the stability
of a given structure (be it tertiary84 or quaternary in this case)
is likely to arise from a balance between local/internal and
long-range interactions. It is noteworthy that the more
successful scaffold is also the more flexible one (0.9/500 vs
1.0/1000). This finding is consistent with the recognized
importance of flexibility in molecular recognition85-87 and
underlines the necessity to include an accurate description
of a protein’s internal dynamics when attempting to predict
protein-protein interactions.88-93

Visual inspection of the reassembly process in the
various successful runs revealed the interesting fact that
the sequence of conformational rearrangements that fol-
lowed the initial encounter and led to the final native
structure was not unique. In fact, reassembly proceeded
in a different manner in each case. Such multiplicity of
pathways has been observed by others94,95 and has led to
the hypothesis that protein association like protein folding
also proceeds on a funnel-shaped free-energy landscape.96

No effort was made to analyze these pathways further
since many more simulations would be needed to establish
statistically significant results. Nevertheless, for illustration
purposes only, one such pathway is depicted in Figure
6B where the time series of the RMSD value of the
complex relative to the experimental structure is shown
together with representative structures at the different
stages of the association process. The figure shows that the
two monomers rapidly came into contact with each other. The
packing of the core is out-of-register (see side-view at 20 ns*)
and is shifted laterally (see top-view) with respect to the native
state (shown in red). Following this encounter the process of
association took ∼130 ns* and could be described as one
monomer slithering along the length of the other monomer until
the stable native interface (native 2) was reformed. The complex
then remained stable for the following 250 ns* of the simulation
with an RMSD value of 0.3 nm from the experimental structure.

Overall the result of these, albeit limited, docking experi-
ments are extremely encouraging and suggests that the
combination of a structure-based and a physics-based CG
model such as ELNEDIN might provide a valuable approach
to the difficult task of predicting protein-protein interfaces
and association processes.

Conclusion

We have investigated the possibility to combine a
structure-based and physics-based coarse-grained model
into a unique representation. An elastic network was mixed
with the MARTINI 2.1 force field for the purpose of
carrying out molecular dynamics simulations of biological
systems. The effect of varying the properties of the EN
on the quality of the model was studied systematically.
The results of these computational studies show that it is
possible to identify appropriate values for the EN param-
eters, RC and KSPRING, such that the resulting ELNEDIN
model is capable to reproduce simultaneously the global
and local deformations of a protein, its residue fluctuations,
and its large-amplitude collective motions, as observed
in atomistic models. Although, the optimal values for RC

and KSPRING depend on the specific protein studied, we
find that values ranging from 0.8 to 1.0 nm for RC and
from 500 to 1000 kJ mol-1 nm-2 for KSPRING can provide
adequate quantitative agreement with atomistic simula-
tions. The results also show that ELNEDIN models are
stable enough to allow microsecond time-scale molecular
dynamics simulations to be carried out readily. In some
cases, transient structural changes corresponding to changes
in orientation of elements of secondary structure can be
observed during these simulations. But it should be noted
that because of the inherent structural bias of EN toward

Figure 6. Modeling association of ROP monomers. (A)
RMSD plots vs time for the simulations of the native dimer
reveal two stable conformational states. (B) Structural inter-
mediates observed in the course of one of the protein
association runs and corresponding RMSD trace. The indi-
vidual monomers (in blue) were initially placed at a distance
of 1.5 nm from each other. The trace of the experimental
structure is shown in red. In these representations the solvent
is omitted for clarity.
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the reference configuration, the model cannot be expected
to produce conformational changes akin to those necessary
for a protein to fold. Finally, we find that large biological
entities such as the viral capsid of the cowpea mosaic virus
can be stably modeled as assemblies of independent
ELNEDIN models, and that ELNEDIN models show
significant promise for modeling protein association
processes.

Abbreviations. AT, atomistic; CG, coarse-grained; EN,
elastic network; MD, molecular dynamics; NMR, nuclear
magnetic resonance; RMSD, root-mean-square deviation;
RMSD_res, root-mean-square deviation per residue; RMS-
F_res root-mean-square fluctuation per residue; RMSIP, root-
mean-square inner-product. CPMV, cowpea mosaic virus;
ROP, repressor of primer.
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Abstract: The AGBNP2 implicit solvent model, an evolution of the Analytical Generalized Born
plus NonPolar (AGBNP) model we have previously reported, is presented with the aim of
modeling hydration effects beyond those described by conventional continuum dielectric
representations. A new empirical hydration free energy component based on a procedure to
locate and score hydration sites on the solute surface is introduced to model first solvation shell
effects, such as hydrogen bonding, which are poorly described by continuum dielectric models.
This new component is added to the generalized Born and nonpolar AGBNP terms. Also newly
introduced is an analytical Solvent Excluded Volume (SEV) model which improves the solute
volume description by reducing the effect of spurious high dielectric interstitial spaces present
in conventional van der Waals representations. The AGBNP2 model is parametrized and tested
with respect to experimental hydration free energies of small molecules and the results of explicit
solvent simulations. Modeling the granularity of water is one of the main design principles
employed for the first shell solvation function and the SEV model, by requiring that water locations
have a minimum available volume based on the size of a water molecule. It is shown that the
new volumetric model produces Born radii and surface areas in good agreement with accurate
numerical evaluations of these quantities. The results of molecular dynamics simulations of a
series of miniproteins show that the new model produces conformational ensembles in
substantially better agreement with reference explicit solvent ensembles than the original AGBNP
model with respect to both structural and energetics measures.

1. Introduction

Water plays a fundamental role in virtually all biological
processes. The accurate modeling of hydration thermody-
namics is therefore essential for studying protein conforma-
tional equilibria, aggregation, and binding. Explicit solvent
models arguably provide the most detailed and complete
description of hydration phenomena.1 They are, however,
computationally demanding not only because of the large
number of solvent atoms involved, but also because of the
need to average over many solvent configurations to obtain
meaningful thermodynamic data. Implicit solvent models,2

which are based on the statistical mechanics concept of the
solvent potential of mean force,3 have been shown to be
useful alternatives to explicit solvation for applications

including protein folding and binding,4 and small molecule
hydration free energy prediction.5

Modern implicit solvent models6,7 include distinct estima-
tors for the nonpolar and electrostatic components of the
hydration free energy. The nonpolar component corresponds
to the free energy of hydration of the uncharged solute, while
the electrostatic component corresponds to the free energy
of turning on the solute partial charges. The latter is typically
modeled treating the water solvent as a uniform high
dielectric continuum.8 Methods based on the numerical
solution of the Poisson-Boltzmann (PB) equation9 provide
a virtually exact representation of the response of the solvent
within the dielectric continuum approximation. Recent
advances extending dielectric continuum approaches have
focused on the development of Generalized Born (GB)
models,10 which have been shown to reproduce with good
accuracy PB and explicit solvent7,11 results at a fraction of* Corresponding author e-mail emilio@biomaps.rutgers.edu.
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the computational expense. The development of computa-
tionally efficient analytical and differentiable GB methods
based on pairwise descreening schemes6,12,13 has made
possible the integration of GB models in molecular dynamics
packages for biological simulations.14-16

The nonpolar hydration free energy component accounts
for all nonelectrostatic solute-solvent interactions as well
as hydrophobic interactions,17 which are essential driving
forces in biological processes such as protein folding18-21

and binding.22-25 Historically the nonpolar hydration free
energy has been modeled by empirical surface area models26

which are still widely employed.10,27-35 Surface area models
are useful as a first approximation; however, qualitative
deficiencies have been observed.29,36-41

A few years ago we presented the Analytical Generalized
Born plus NonPolar (AGBNP) implicit solvent model,42

which introduced two key innovations with respect to both
the electrostatic and nonpolar components. Unlike most
implicit solvent models, the AGBNP nonpolar hydration free
energy model includes distinct estimators for the solute-
solvent van der Waals dispersion energy and cavity formation
work components. The main advantages of a model based
on the cavity/dispersion decomposition of the nonpolar
solvation free energy stem from its ability to describe both
medium-range solute-solvent dispersion interactions, which
depend on solute composition, as well as effects dominated
by short-range hydrophobic interactions, which can be
modeled by an accessible surface area term.40 A series of
studies highlight the importance of the balance between
hydrophobicity and dispersion interactions in regulating the
structure of the hydration shell and the strength of interactions
between macromolecules.43-45 In AGBNP the work of cavity
formation is described by a surface area dependent mod-
el,37,46-48 while the dispersion estimator is based on the
integral of van der Waals solute-solvent interactions over
the solvent, modeled as a uniform continuum.38 This form
of the nonpolar estimator had been motivated by a series of
earlier studies5,37,49-52 and has since been shown by
us38,53-55 and others39-41,56 to be qualitatively superior to
models based only on the surface area in reproducing explicit
solvent results as well as rationalizing structural and ther-
modynamic experimental observations.

The electrostatic solvation model in AGBNP is based on
the pairwise descreening GB scheme13 whereby the Born
radius of each atom is obtained by summing an appropriate
descreening function over its neighbors. The main distinction
between the AGBNP GB model and conventional pairwise
descreening implementations is that in AGBNP the volume
scaling factors, which offset the overcounting of regions of
space occupied by more than one atom, are computed from
the geometry of the molecule rather than being introduced
as geometry-independent parameters fit to either experiments
or to numerical Poisson-Boltzmann results.14,57-59 The
reduction of the number of parameters achieved with this
strategy improves the transferability of the model to unusual
functional groups often found in ligand molecules, which
would otherwise require extensive parametrization.60

Given its characteristics, the AGBNP model has been
mainly targeted to applications involving molecular dynamics

canonical conformational sampling, and to the study of
protein-ligand complexes. Since its inception the model has
been employed in the investigation of a wide variety of
biomolecular problems ranging from peptide conformational
propensity prediction and folding,54,61-63 ensemble-based
interpretation of NMR experiments,64,65 protein loop homol-
ogy modeling,55 ligand-induced conformational changes in
proteins,66,67 conformational equilibria of protein-ligand
complexes,68,69 protein-ligand binding affinity prediction,70

and structure-based vaccine design.71 The AGBNP model
has been reimplemented and adopted with minor modifica-
tions by other investigators.72,73 The main elements of the
AGBNP nonpolar and electrostatic models have been
independently validated,39,40,74,75 and have been incorporated
in recently proposed hydration free energy models.76,77

In this work we present a new implicit solvent model
named AGBNP2 which builds upon the original AGBNP
implementation (hereafter referred to as AGBNP1) and
improves it with respect to the description of the solute
volume and the treatment of short-range solute-water
electrostatic interactions.

Continuum dielectric models assume that the solvent can
be described by a linear and uniform dielectric medium.78

This assumption is generally valid at the macroscopic level;
however, at the molecular level water exhibits significant
deviations from this behavior.1 Nonlinear dielectric response,
the nonuniform distribution of water molecules, charge
asymmetry, and electrostriction effects79 are all phenomena
originating from the finite size and internal structure of water
molecules as well as their specific interactions which are not
taken into account by continuum dielectric models. Some
of these effects are qualitatively captured by standard
classical fixed-charge explicit water models; however others,
such as polarization and hydrogen bonding interactions, can
be fully modeled only by adopting more complex physical
models.80 GB models make further simplifications in addition
to the dielectric continuum approximation, thereby com-
pounding the challenge of achieving with GB-based implicit
solvent models the level of realism required to reliably model
phenomena, such as protein folding and binding, character-
ized by relatively small free energy changes.

In the face of these challenges a reasonable approach is
to adopt an empirical hydration free energy model motivated
by physical arguments81 parametrized with respect to ex-
perimental hydration free energy data.20 Models of this kind
typically score conformations on the basis of the degree of
solvent exposure of solute atoms. Historically82 the solvent
accessible surface area of the solute has been used for this
purpose, while modern implementations suitable for confor-
mational sampling applications often employ computationally
convenient volumetric measures.83,84 In this work we take
this general approach but we retain the GB model component
which we believe is a useful baseline to describe the long-
range influence of the water medium. The empirical param-
etrized component of the model then takes the form of an
empirical first solvation shell correction function designed
so as to absorb hydration effects not accurately described
by the GB model. Specifically, as described below, we
employ a short-range analytical hydrogen bonding correction
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function based on the degree of water occupancy (taking into
account the finite size of water molecules) of appropriately
chosen hydration sites on the solute surface. The aim of this
model is to effectively introduce some explicit solvation
features without actually adding water molecules to the
system as for example done in hybrid explicit/implicit
models.85,86

In this work we also improve the description of the solute
volume, which in AGBNP1 is modeled by means of atomic
spheres of radius equal to the atomic van der Waals radius.
The deficiencies of the van der Waals solute volume model
have been recognized.87,88 They stem from the presence of
high dielectric interstitial spaces in the solute interior which
are too small to contain discrete water molecules. These
spurious high dielectric spaces contribute to the hydration
of buried or partially buried atoms causing underestimation
of desolvation effects. The volume enclosed by the molecular
surface (MS), defined as the surface produced by a solvent
spherical probe rolling on the van der Waals surface of the
solute,89 represents the region which is inaccessible to water
molecules and is often referred as the Solvent Excluded
Volume (SEV).90 The SEV, lacking the spurious high
dielectric interstitial spaces, provides a better representation
of the low dielectric region associated with the solute. For
this reason accurate Poisson-Boltzmann solvers9,91,92 have
employed the SEV description of the solute region.

Despite its clear advantages, the lack of analytical and
computationally efficient representation of the SEV have
hampered its deployment in conjunction with GB models
for molecular dynamics applications. The Generalized Born
Molecular Volume (GBMV) series of models87,93,94 achieve
high accuracy relative to numerical Poisson calculations in
part by employing the SEV description of the solute volume.
The analytical versions of GBMV93,94 describe the SEV
volume by means of a continuous and differentiable solute
density function which is integrated on a grid to yield atomic
Born radii. In this work we present a model for the SEV
that preserves the analytical pairwise atomic descreening
approach employed in the AGBNP1 model,42 which avoids
computations on a grid. We show that this approximate
model reproduces some of the key features of the SEV while
yielding the same favorable algorithmic scaling of pairwise
descreening approaches.

This paper focuses primarily on the description and
parametrization of the SEV model and the short-range
hydrogen bonding function of AGBNP2. In section 2 we
present a brief review of the AGBNP1 model, including the
electrostatic and nonpolar models, followed by the derivation
of the analytical SEV pairwise descreening model and the
short-range hydrogen bonding function which are new for
AGBNP2. In section 3 we validate the AGBNP2 analytical
estimates for the Born radii and atomic surface areas using
as a reference accurate numerical evaluations of these
quantities. This is followed by the parametrization of the
hydrogen bonding function against experimental hydration
free energies of small molecules. This section concludes with
a comparison between the structural and energetic properties
of a series of structured peptides (miniproteins) predicted
with the AGBNP2 model and those obtained with explicit

solvation. The paper then concludes with a discussion and
implications of the results, and with a perspective on future
improvements and validation of the AGBNP2 model.

2. Methods

2.1. The Analytical Generalized Born plus Nonpolar
Implicit Solvent Model (AGBNP). In this section we briefly
review the formulation of the AGBNP1 implicit solvent
model, which forms the basis for the new AGBNP2 model.
A full account can be found in the original reference.42 The
AGBNP1 hydration free energy ∆Gh(1) is defined as

where ∆Gelec is the electrostatic contribution to the solvation
free energy and ∆Gnp includes nonelectrostatic contributions.
∆Gnp is further decomposed into a cavity hydration free
energy ∆Gcav and a solute-solvent van der Waals dispersion
interaction component ∆GvdW.

2.1.1. Geometrical Estimators. Each free energy compo-
nent in eq 1 is ultimately based on an analytical geometrical
description of the solute volume modeled as a set of
overlapping atomic spheres of radii Ri centered on the atomic
positions ri. Hydrogen atoms do not contribute to the solute
volume. The solute volume is modeled using the Gaussian
overlap approach first proposed by Grant and Pickup.95 In
this model the solute volume is computed using the Poincaré
formula (also known as the inclusion-exclusion formula)
for the volume of the union of a set of intersecting elements

where Vi ) 4πRi
3/3 is the volume of atom i, Vij is the volume

of intersection of atoms i and j (second-order intersection),
Vijk is the volume of intersection of atoms i, j, and k (third-
order intersection), and so on. The overlap volumes are
approximated by the overlap integral, V

12...n
g , available in

analytical form (see for example eq 10 of ref 42), between
n Gaussian density functions each corresponding to a solute
atom:

where the Gaussian density function for atom i is

where

and

and κ is a dimensionless parameter that regulates the
diffuseness of the atomic Gaussian function. In the AGBNP1
formulation κ ) 2.227.

∆Gh(1) ) ∆Gelec + ∆Gnp

) ∆Gelec + ∆Gcav + ∆GvdW (1)

V ) ∑
i

Vi - ∑
i<j

Vij + ∑
i<j<k

Vijk - ... (2)

V12...n
g = ∫ d3r F1(r) F2(r) ... Fn(r) (3)

Fi(r) ) p exp[-ci(r - ri)
2] (4)

ci )
κ

Ri
2

(5)

p ) 4π
3 (κπ)3/2

(6)
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Gaussian integrals are in principle nonzero for any finite
distances between the Gaussian densities. Although not
mentioned in ref 42, to reduce computational cost AGBNP1
includes a switching function that reduces to zero the overlap
volume between two or more Gaussians when the overlap
volume is smaller than a certain value. If V

12...
g is the value

of the Gaussian overlap volume between a set of atoms, the
corresponding overlap volume V12... used in eq 2 is set as

where

where, when using van der Waals atomic radii, V1 ) 0.1
and V2 ) 1 Å3, and for the augmented radii used in the
surface area model (see below), V1 ) 0.2 and V2 ) 2 Å3.
This scheme sets to zero Gaussian overlap volumes smaller
than V1, leaves volumes above V2 unchanged, and smoothly
reduces volumes between these two limits. It drastically
reduces the number of overlap volumes that need to be
calculated since the fact that an n-body overlap volume V12...n

between n atoms is zero guarantees that all of the (n + 1)-
body overlap volumes corresponding to the same set of atoms
plus one additional atom are also zero. (Note below that the
formulation of AGBNP2 employs modified values of V1 and
V2 to improve the accuracy of surface areas.)

The van der Waals surface area Ai of atom i, which is
another geometrical descriptor of the model, is based on the
derivative ∂V/∂Ri of the solute volume with respect to the
radius Ri

96

where V is given by eq 2 and

with a ) 5 Å2, is a filter function which prevents negative
values for the surface areas for buried atoms while inducing
negligible changes to the surface areas of solvent-exposed
atoms.

The model further defines the so-called self-volume V′i
of atom i as

which is computed similarly to the solute volume and
measures the solute volume that is considered to belong

exclusively to this atom. Due to the overlaps with other
atoms, the self-volume V′i of an atom is smaller than the
van der Waals volume Vi of the atom. The ratio

is a volume scaling factor used below in the evaluation of
the Born radii.

2.1.2. Electrostatic Model. The electrostatic hydration free
energy is modeled using a continuous dielectric representa-
tion of the water solvent using the Generalized Born (GB)
approximation

where

where εin is the dielectric constant of the interior of the solute
and εw is the dielectric constant of the solvent; qi and qj are
the charges of atom i and j, and

In eqs 14-16 Bi denotes the Born radius of atom i which,
under the Coulomb field approximation,57 is given by the
inverse of the integral over the solvent region of the negative
fourth power of the distance function centered on atom i

In the AGBNP1 model this integral is approximated by a
so-called pairwise descreening formula

where Ri is the van der Waals radius of atom i, sji is the
volume scaling factor for atom j (eq 13) when atom i is
removed from the solute, and Qji is the integral (available in
analytic form; see Appendix B of ref 42) of the function (r
- ri)-4 over the volume of the sphere corresponding to solute
atom j that lies outside the sphere corresponding to atom i.
Equation 18 applies to all of the atoms i of the solute
(hydrogen atoms and heavy atoms), whereas the sum over j
includes only heavy atoms. The AGBNP1 estimates for the
Born radii Bi are finally computed from the inverse Born
radii �i from eq 18 after processing them through the function

where b-1 ) 50 Å. The filter function eq 19 is designed to
prevent the occurrence of negative Born radii or Born radii
larger than 50 Å. The goal of the filter function is simply to
increase the robustness of the algorithm in limiting cases.

V12...n ) {0 V12...
g e V1

V12...n
g fw(u) V1 < V12...n

g < V2

V12...n
g V12...

g g V2

(7)

u )
V12...

g - V1

V2 - V1
(8)

fw(x) ) x3(10 - 15x + 6x2) (9)

Ai ) fa( ∂V
∂Ri

) (10)

fa(x) ) { x3

a2 + x2
x > 0

0 x e 0
(11)

V′i ) Vi -
1
2 ∑

j

Vij +
1
3 ∑

j<k

Vijk + ... (12)

si )
V′i
Vi
e 1 (13)

∆Gelec ) uε ∑
i

qi
2

Bi
+ 2uε ∑

i<j

qiqj

fij
(14)

uε ) -1
2( 1

εin
- 1

εw
) (15)

fij ) √rij
2 + BiBj exp(-rij

2/4BiBj) (16)

�i )
1
Bi

) 1
4π ∫solvent

d3r
1

(r - ri)
4

(17)

�i )
1
Ri

- 1
4π ∑

j*i

sjiQji (18)

Bi
-1 ) fb(�i) ) {√b2 + �i

2 �i > 0

b �i e 0
(19)

AGBNP2 Implicit Solvation Model J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2547



The filter function has negligible effect for the most
commonly observed Born radii smaller than 20 Å.

In the AGBNP1 model the scaling factors sji are ap-
proximated by the expression

where sj is given by eq 13 and Vij is the two-body overlap
volume between atoms i and j. Also, in the original AGBNP
formulation the computation of the scaling factors and the
descreening function in eq 18 employed the van der Waals
radii for the atoms of the solute and the associated Gaussian
densities. These two aspects have been modified in the new
formulation (AGBNP2) as described below.

2.1.3. Nonpolar Model. The nonpolar hydration free
energy is decomposed into the cavity hydration free energy
∆Gcav and the solute-solvent van der Waals dispersion
interaction component ∆GvdW:

The cavity component is described by a surface area
model37,46-48

where the summation runs over the solute heavy atoms, Ai

is the van der Waals surface area of atom i from eq 10, and
γi is the surface tension parameter assigned to atom i (see
Table 1 of ref 42). Surface areas are computed using
augmented radii Ri

c for the atoms of the solute and the
associated Gaussian densities. Augmented radii are defined
as the van der Waals radii (Table 1 of ref 42) plus a 0.5 Å
offset. The computation of the atomic surface areas in
AGBNP2 is mostly unchanged from the original implemen-
tation,42 with the exception of the values of the switching
function cutoff parameters V1 and V2 of eq 7, which in the
new model are set as V1 ) 0.01 Å3 and V2 ) 0.1 Å3. This
change was deemed necessary to improve the accuracy of
the surface areas which in the new model also affect the
Born radii estimates through eq 31 below.

The solute-solvent van der Waals free energy term is
modeled by the expression

where Ri is an adjustable dimensionless parameter on the
order of 1 (see Table 1 of ref 42) and

where Fw ) 0.033 28 Å-3 is the number density of water at
standard conditions, and σiw and εiw are the OPLS force
field97 Lennard-Jones interaction parameters for the interac-
tion of solute atom i with the oxygen atom of the TIP4P
water model.98 If σi and εi are the OPLS Lennard-Jones
parameters for atom i

where σw ) 3.153 65 Å and εw ) 0.155 kcal/mol are the
Lennard-Jones parameters of the TIP4P water oxygen. In
eq 23 Bi is the Born radius of atom i from eqs 18 and 19
and Rw ) 1.4 Å is a parameter corresponding to the radius
of a water molecule.

2.2. The AGBNP2 Implicit Solvent Model. The AG-
BNP2 hydration free energy ∆Gh(2) is defined as

where ∆Gelec and ∆Gnp have the same form as in the
AGBNP1 model (eqs 14 and 21-23, respectively). The only
major difference is the pairwise descreening model for the
Born radii that in AGBNP2 is based on the solvent excluded
volume described below rather than the van der Waals
volume as in AGBNP1. ∆Ghb, described in section 2.2.2, is
a novel term for AGBNP2 which represents a first solvation
shell correction corresponding to the portion of the hydration
free energy not completely accounted for by the uniform
continuum model for the solvent. We think of this term as
mainly incorporating the effect of solute-solvent hydrogen
bonding. As described in detail below, the analytical model
for ∆Ghb is based on measuring and scoring the volume of
suitable hydration sites on the solute surface.

2.2.1. Pairwise Descreening Model Using the SolVent
Excluded Volume. When using van der Waals radii to describe
the solute volume, small crevices between atoms (Figure 1,
panel A) are incorrectly considered as high dielectric solvent
regions,93,99,100 leading to underestimation of the Born radii,
particularly for buried atoms. The van der Waals volume
description implicitly ignores the fact that the finite size of water
molecules prevents them from occupying sites that, even though
they are not within solute atoms, are too small to be occupied
by water molecules. Ideally a model for the Born radii would
include in the descreening calculation all of the volume excluded
from water either because it is occupied by a solute atom or
because it is located in an interstitial region inaccessible to water
molecules. We denote this volume as the solvent excluded
volume (SEV). A realistic description of the SEV is the volume
enclosed within the molecular surface89 of the solute obtained
by tracing the surface of contact of a sphere with a radius
characteristic of a water molecule (typically 1.4 Å) rolling over
the van der Waals surface of the solute. The main characteristic
of this definition of the SEV (see Figure 2) is that, unlike the
van der Waals volume, it lacks small interstitial spaces while it
closely resembles the van der Waals volume near the
solute-solvent interface. The molecular surface description of
the SEV cannot be easily implemented into an analytical
formulation. In this section we will present an analytical
description of the SEV for the purpose of the pairwise
descreening computation of the Born radii, as implemented in
AGBNP2, that preserves the main characteristics of the mo-
lecular surface description of the SEV.

The main ideas underpinning the SEV model presented here
are illustrated in Figure 1. We start with the van der Waals
representation of the solute (model A) which presents an

sji = sj +
1
2

Vij

Vj
(20)

∆Gnp ) ∆Gcav + ∆GvdW (21)

∆Gcav ) ∑
i

γiAi (22)

∆GvdW ) ∑
i

Ri

ai

(Bi + Rw)3
(23)

ai ) -16
3

πFwεiwσiw
6 (24)

σiw ) √σiσw (25)

εiw ) √εiεw (26)

∆Gh(2) ) ∆Gelec + ∆Gnp + ∆Ghb (27)
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undesirable high dielectric interstitial space between the two
groups of atoms. Increasing the atomic radii leads to a
representation (model B) in which the interstitial space is
removed but that also incorrectly excludes solvent from the
surface of solvent-exposed atoms. This representation is there-
fore replaced with one in which the effective volume of each
atom in B is reduced by the volume subtended between the
solvent-exposed surface of each atom and its van der Waals
radius (Figure 1C). This process yields model D in which the
effective volume of the most buried atom is larger than those
of the solvent-exposed atoms. This SEV model covers the
interstitial high dielectric spaces present in a van der Waals
description of the solute volume, while approximately maintain-
ing the correct van der Waals volume description of atoms at
the solute surface as in the molecular surface description of
the SEV (Figure 2).

These ideas have been implemented in the AGBNP2
model as follows. The main modification consists of adopting
for the pairwise descreening generalized Born formulation
the same augmented van der Waals radii as in the computa-
tion of the atomic surface areas. As in the previous model
the augmented atomic radii, Ri

c, are set as

where Ri is the van der Waals radius of the atom and ∆R )
0.5 Å is the offset. The augmented radii are used in the same
way as in the AGBNP1 formulation to define the atomic
spheres and the associated Gaussian densities (eqs 3-6).
Henceforth in this work all of the quantities (atomic volumes,
self-volumes, etc.) are understood to be computed with the
augmented atomic radii, unless otherwise specified. In
AGBNP2 the form of the expression for the inverse Born
radii (eq 18) is unchanged; however, the expressions for the
volume scaling factors sji and the evaluation of the descreen-
ing function Qji are modified as follows to introduce the
augmented atomic radii and the reduction of the atomic self-
volumes in proportion to the solvent accessible surface areas
as discussed above.

The pairwise volume scaling factors sji, that is the volume
scaling factor for atom j when atom i is removed from the
solute, are set as

where sj (defined below) is the volume scaling factor for
atom j analogous to eq 13 computed with all the atoms
present, and the quantity

subtracts from the expression for the self-volume of atom j
all those overlap volumes involving both atoms i and j.

Two differences with respect to the original AGBNP1
formulation are introduced. The first is that sj is computed
from the self-volume after subtracting from it the volume
of the region subtended by the solvent-exposed surface
between the enlarged and van der Waals atomic spheres of
atom j, according to the expression

where Aj is the surface area of atom j from eq 10. Referring
to Figure 3, the volume of the subtended region is djAj as in
eq 31 with

The other difference concerns the V′ji term which in the
AGBNP1 formulation is approximated by the two-body
overlap volume Vij (see eq 13), the first term in the right-
hand side of eq 30. This approximation is found to lack

Figure 1. Schematic diagram illustrating the ideas underpinning
the model for the solvent excluded volume descreening. Circles
represent atoms of two idealized solutes placed in proximity of
each other. The van der Waals description of the molecular
volume (panel A) leaves high dielectric interstitial spaces that
are too small to fit water molecules. The adoption of enlarged
van der Waals radii (B) removes the interstitial spaces but
incorrectly excludes solvent from the surface of solvent-exposed
atoms. The solvent volume subtended by the solvent-exposed
surface area is subtracted from the enlarged volume of each
atom (C) such that larger atomic descreening volumes are
assigned to buried atoms (circled) than exposed atoms (D),
leading to the reduction of interstitial spaces while not overly
excluding solvent from the surface of solvent-exposed atoms.

Figure 2. Illustration of the relationship between the van der
Waals volume and the solvent excluded volume enclosed by
the molecular surface.
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sufficient accuracy for the present formulation given the
relative increase in size of all overlap volumes. Therefore
in AGBNP2 V′ji is computed including in eq 30 all nonzero
overlap volumes after the application of the switching
function from eq 7.

In the AGBNP2 formulation the functional form for the
pair descreening function Qji is the same as in the original
formulation (see Appendix of ref 42); however, in the new
formulation this function is evaluated using the van der Waals
radius Ri for atom i (the atom being “descreened”) and the
augmented radius Rj

c for atom j (the atom that provides the
solvent descreening), rather than using the van der Waals
radius for both atoms. Thus if the pair descreening function
is denoted by Q(r,R1,R2), where r is the interatomic distance,
R1 the radius of the atom being descreened, and R2 the radius
that provides descreening, we set in eq 18

The alternative of using enlarged atoms for both atoms and
the inclusion of a properly weighted self-descreening term
(to take into account the SEV of the atom being descreened)
was also tried and judged to be less accurate than eq 33
relative to numerical integration.

2.2.2. Short-Range Hydrogen Bonding Correction Func-
tion. In this section we present the analytical model that
implements the short-range hydrogen bonding correction
function for AGBNP2. The model is based on a geometrical
procedure, described below, to measure the degree to which
a solute atom can interact with hydration sites on the solute
surface. The procedure is as follows. A sphere of radius Rs

representing a water molecule is placed in a position that
provides near-optimal interaction with a hydrogen bonding
donor or acceptor atom of the solute. The position rs of this
water sphere s is function of the positions of two or more
parent atoms that compose the functional group including
the acceptor/donor atom:

where {rps} represents the positions of the set of parent atoms
of the water site s. For instance, the water site position in
correspondence with a polar hydrogen is

where rD is the position of the heavy atom donor, rH is the
position of the polar hydrogen, and dHB is the distance
between the heavy atom donor and the center of the water
sphere (see Figure 4). Similar relationships (see the Ap-
pendix) are employed to place candidate water spheres in
correspondence with hydrogen bonding acceptor atoms of
the solute. These relationships are based on the local topology
of the hydrogen bonding acceptor group (linear, trigonal, and
tetrahedral). This scheme places one or two water spheres
in correspondence with each hydrogen bonding acceptor
atom (see Table 1).

The magnitude of the hydrogen bonding correction cor-
responding to each water sphere is a function of the predicted
water occupancy of the location corresponding to the water
sphere. In this work the water occupancy is measured by
the fraction ws of the volume of the water site sphere that is
accessible to water molecules without causing steric clashes
with solute atoms (see Figure 4)

where Vs ) (4/3)πRs
3 is the volume of the water sphere and

is the “free” volume of water site s, obtained by summing
over the two-body, three-body, etc. overlap volumes of the
water sphere with the solute atoms. Note that the expression
of the free volume is the same as the expression for the self-
volume (eq 12) except that it lacks the fractional coefficients
1/2, 1/3, etc. The overlap volumes in eq 36 are computed
using radius Rs for the water site sphere (here set to 1.4 Å)
and augmented radii Ri

c for the solute atoms. Equation 36 is
derived similarly to the expression for the self-volumes by
removing overlap volumes from the volume of the water
sphere rather than evenly distributing them across the atoms
participating in the overlap.

Given the water occupancy ws of each water sphere, the
expression for the hydrogen bonding correction for the solute
is

where hs is the maximum correction energy which depends
on the type of solute-water hydrogen bond (see Table 1),
and S(w;wa,wb) is a polynomial switching function which is
0 for w < wa, 1 for w > wb, and smoothly (with continuous
first derivatives) interpolates from 0 to 1 between wa and wb

(see Figure 5). The expression of S(w;wa,wb) is

Figure 3. Graphical construction showing the volume sub-
tracted from the atomic self-volume to obtain the surface area
corrected atomic self-volume. R is the van der Waals radius
of the atom; R′ ) R + ∆R is the enlarged atomic radius. dA
is the volume of the region (light gray) subtended by the
solvent-exposed surface area between the enlarged and van
der Waals atomic spheres.
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where fw(x) is a switching function given by eq 9. In this
work we set wa ) 0.15 and wb ) 0.5. This scheme establishes
(see Figure 5) that no correction is applied if more than 85%
of the water sphere volume is not water accessible, whereas
maximum correction is applied if 50% or more of the water
sphere volume is accessible.

2.3. Molecular Dynamics of Miniproteins. We con-
ducted molecular dynamics simulations of what we will refer

to as miniproteins (Figure 6), that is, peptides that have been
shown to form stable secondary structures in solution: the
23-residuetrp-cagepeptideofsequenceALQELLGQWLKDG-
GPSSGRPPPS [Protein Data Bank (PDB) ID 1RIJ],101 the
28-residue cdp-1 peptide of sequence KPYTARIKGRTFS-
NEKELRDFLETFTGR (PDB ID 1PSV),102 and the 28-
residuefsd-1peptideofsequenceQQYTAKIKGRTFRNEKEL-
RDFIEKFKGR (PDB ID 1FSD).103 The structure of trp-
cage (see Figure 6) is characterized by a tryptophan side
chain enclosed in a cage formed by an R-helix on one side
and a proline-rich loop on the other. The cdp-1 and fsd-1
miniproteins (Figure 6) adopt a mixed R� conformation and
are particularly rich in charged residues. The trp-cage
miniprotein was chosen because it has been the target of
several computational studies.104-107 The cdp-1 and fsd-1
peptides were of interest because they showed in preliminary
tests with AGBNP1 solvation a significant tendency to
deviate from the experimental structures.

Molecular dynamics simulations were conducted for 12 ns
starting with the first NMR model deposited in the PDB. The
temperature was set to 300 K with the Nosé-Hoover
thermostat,108,109 a molecular dynamics (MD) time step of 2
fs was employed, and covalent bond lengths involving hydrogen
atoms were fixed at their equilibrium positions. Backbone
motion was restricted by imposing a positional harmonic
restraint potential with a force constant of 0.3 kcal/mol/Å2 on
the positions of the CR atoms, which allows for a range of
motion of about 5 Å at the simulation temperature. These
restraints are sufficiently weak to allow substantial backbone
and side chain motion while preserving overall topology.

Molecular dynamics simulations were conducted with the
OPLS-AA potential97,110 with explicit solvation (SPC water
model with 2450, 3110, and 3250 water molecules for trp-
cage, cdp-1, and fsd-1, respectively) and with both AGBNP1
and AGBNP2 implicit solvation. The DESMOND pro-
gram111 was used for the explicit solvent simulations, and
the IMPACT program15 was used for those with implicit
solvation. Identical force field settings were employed in
these two programs. The explicit solvent simulations were
conducted in the NPT ensemble using the Martyna-Tobias-
Klein barostat112 at 1 atm pressure and employed the smooth
Particle Mesh Ewald (PME) method113 for the treatment of
long-range electrostatic interactions with a real-space cutoff
of 9 Å. Equilibrium averages and energy distributions were
obtained by analysis of the latter 10 ns of saved trajectories.
Convergence was tested by comparing averages obtained
using the first and second halves of simulation data.
Hydrogen bonds were detected using a minimum hydrogen-
acceptor distance of 2.5 Å and a minimum donor angle of
120°.

3. Results

3.1. Accuracy of Born Radii and Surface Areas. The
quality of any implicit solvent model depends primarily on
the reliability of the physical model on which it is based.
The accuracy of the implementation, however, is also a
critical aspect for the success of the model in practice. This
is true in particular for models, such as AGBNP, based on

Figure 4. Schematic diagram for the placement of the water
sphere (w, light gray) corresponding to the hydrogen bonding
position relative to the a polar hydrogen (white sphere) of the
solute (dark gray). The dashed line traces the direction of
the hydrogen-parent heavy atom (circled) bond along which
the water sphere is placed. The magnitude of hydrogen
bonding correction grows as a function of the volume (light
gray) of the water site sphere not occupied by solute atoms.

Table 1. Optimized Surface Tension Parameters and
Hydrogen Bonding Correction Parameters for the Atom
Types Present in Protein Moleculesa

atom type γ (cal/mol/Å2) geometry Nw h (kcal/mol)

C (aliphatic) 129
C (aromatic) 120
H on N linear 1 -0.25
H on N (Arg) linear 1 -2.50
H on O linear 1 -0.40
H on S linear 1 -0.50
O (alcohol) 117 tetrahedral 2 -0.40
O (carbonyl) 117 trigonal 2 -1.25
O (carboxylate) 40 trigonal 2 -1.80
N (amine) 117 tetrahedral 1 -2.00
N (aromatic) 117 trigonal 1 -2.00
S 117 tetrahedral 2 -0.50

a γ is the surface tension parameter, Nw is the number of water
spheres, and h is the maximum correction corresponding to each
atom type (eq 37). Atom types not listed do not have hydrogen
bonding corrections and are assigned γ ) 117 cal/mol/Å2.

Figure 5. Switching function S(w;wa,wb) from eqs 38 and 9
with wa ) 0.15 and wb ) 0.5.
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the generalized Born formula. It has been pointed out, for
instance, that approximations in the integration procedure
to obtain the Born radii may actually be of more significance
than the physical approximations on which the GB model is
based.114 It is therefore important to test that the conforma-
tional-dependent quantities employed by AGBNP2 are a
good approximation to the geometrical parameters that they
are supposed to represent. The present AGBNP2 formulation
relies mainly on three types of conformational-dependent
quantities: Born radii (eq 18), solvent accessible surface areas
(eq 10), and solvent accessibilities of hydration sites (eq 38).
In this section we analyze the validity of the AGBNP2
analytical estimates for the Born radii and surface areas
against accurate numerical results for the same quantities.

We employ the GEPOL program90 to compute numerically
atomic solvent accessible surface areas with a solvent probe
diameter of 1 Å, the same probe diameter that defines the
solute-solvent boundary in the AGBNP model. Figure 7A
shows the comparison between the surface area estimates
given by the present formulation of AGBNP and the
numerical surface areas produced by GEPOL for a series of

native and modeled protein conformations. In Figure 7B we
show the same comparison for the surface areas of the
original AGBNP1 model. These representative results show
that the present analytical surface area implementation, which
as described above employs a weaker switching function for
the overlap volumes, produces significantly more accurate
atomic surface areas than the original model. These improve-
ments in the computation of the surface areas, introduced
mainly to obtain more accurate Born radii through eq 31,
are also expected to yield more reliable cavity hydration free
energy differences.

Figure 8 illustrates on the same set of protein conforma-
tions the accuracy of the inverse Born radii, Bi

-1, obtained
using the AGBNP2 pairwise descreening method using the
SEV model for the solute volume described above (eq 18),
by comparing them to accurate estimates obtained by
evaluating the integral in eq 17 numerically on a grid. The
comparison is performed for the inverse Born radii because
these, being proportional to GB self-energies, are more
reliable accuracy indicators than the Born radii themselves.
The grid for the numerical integration was prepared as

Figure 6. Graphical representations of the NMR structures of the three miniproteins investigated in this work: trp-cage (PDB ID
1RIJ), cdp-1 (PDB ID 1PSV), and fsd-1 (PDB ID 1FSD). In each case the first deposited NMR model is shown. Backbone ribbon
is colored from the N-terminal (red) to the C-terminal (blue). Charged side chains are shown in space-filling representation.

Figure 7. Comparisons between numerical and analytical molecular surface areas of the heavy atoms of the crystal structures
(1ctf and 1lz1, respectively) of the C-terminal domain of the ribosomal protein L7/L12 (74 aa) and human lysozyme (130 aa),
and of four conformations each of the trp-cage, cdp-1, and fsd-1 miniproteins extracted from the corresponding explicit solvent
MD trajectories. (A) Analytical molecular surface areas computed using the present model and (B), for comparison, analytical
surface areas computed using the original model from ref 42.
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previously reported,42 except that the solvent excluded
volume (SEV) of the solute was employed here rather than
the van der Waals volume. The integration grid over the SEV
was obtained by taking advantage of the particular way that
the GEPOL algorithm describes the SEV of the solute;
GEPOL iteratively places auxiliary spheres of various
dimensions in the interstitial spaces between solute atoms
in such a way that the van der Waals volume of the solute
plus the auxiliary spheres accurately reproduces the SEV of
the solute. Therefore in the present application a grid point
was considered part of the SEV of the solute if it was
contained within any solute atom or any one of the auxiliary
spheres placed by GEPOL. The default 1.4 Å solvent probe
radius was chosen for the numerical computation of the SEV
with the GEPOL program to assess the accuracy of the model
with respect to a full representation of the solute solvent
excluded volume as in the GBMV series of models.93,94 The
results of this validation (Figure 8) show that the analytical
SEV pairwise descreening model described above is able to
yield Born radii which are not as affected by the spurious
high dielectric interstitial spaces present in the van der Waals
volume description of the solute. With the van der Waals
volume model (Figure 8B) the Born radii of the majority of
solute atoms start to significantly deviate from the reference
values for Born radii larger than about 2.5 Å (B-1 ) 0.4
Å-1). Born radii computed with the analytical SEV model
instead (Figure 8A) track the reference values reasonably
well further up to about 4 Å (B-1 ) 0.25 Å-1). Despite this
significant improvement most Born radii are still underes-
timated by the improved model (and, consequently, the
inverse Born radii are overestimatedssee Figure 8), par-
ticularly those of nonpolar atoms near the hydrophobic core
of the larger proteins. These regions tend to be loosely packed
and tend to contain interstitial spaces too large to be correctly
handled by the present model. Because it mainly involves
groups of low polarity, this limitation has a small effect on
the GB solvation energies. It has however a more significant
effect on the van der Waals solute-solvent interaction energy

estimates through eq 23, which systematically overestimate
the magnitude of the interaction for atoms buried in
hydrophobic protein core. While the present model in general
ameliorates in all respects the original AGBNP model, we
are currently exploring ways to address this residual source
of inaccuracy.

3.2. Small Molecule Hydration Free Energies. The
validation and parametrization of the hydrogen bonding and
cavity correction parameters have been performed based on
the agreement between experimental and predicted AGBNP2
hydration free energies of a selected set of small molecules,
listed in Table 2, containing the main functional groups
present in proteins. This set of molecules includes only small
and relatively rigid molecules whose hydration free energies
can be reliably estimated using a single low energy repre-
sentative conformation115 as was done here. Table 2 lists
for each molecule the experimental hydration free energy,
the AGBNP2 hydration free energy computed without
hydrogen bonding (HB) corrections and the default γ ) 117
cal/mol/Å2 surface tension parameter, denoted by AGBNP2/
SEV, as well as the hydration free energy from the AGBNP2
model including the HB correction term and the parameters
listed in Table 1. For comparison, the corresponding predic-
tions with the original AGBNP142 model are reported in the
Supporting Information.

Going down the results in Table 2, we notice a number of
issues addressed by the new implementation. With the new
surface area implementation and without corrections (third
column in Table 2), the hydration free energies of the normal
alkanes are too small compared to experiments; furthermore,
in contrast with the experimental behavior, the predicted
hydration free energies incorrectly become more favorable
with increasing chain length. A similar behavior is observed
for the aromatic hydrocarbons. Clearly this is due to the rate
of increase of the positive cavity term with increasing alkane
size which is insufficient to offset the solute-solvent van
der Waals interaction energy term, which becomes more
negative with increasing solute size. We have chosen to

Figure 8. Comparisons between numerical and analytical inverse Born radii for the heavy atoms of the same protein conformations
as in Figure 7. (A) Analytical Born radii computed using the present SEV model. (B) Analytical Born radii computed using the
van der Waals volume model (ref 42).
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address this shortcoming by increasing by 10.2% and 2.5%
respectively the effective surface tensions for aliphatic and
aromatic carbon atoms rather than decreasing the corre-
sponding R parameters of the van der Waals term since the
latter had been previously validated against explicit solvent
simulations. We have chosen to limit the increases of the
surface tension parameters to aliphatic and aromatic carbon
atoms since the results for polar functional groups did not
indicate that this change was necessary for the remaining
atom types. With this new parametrization we achieve
(compare the second and fourth columns in Table 2) excellent
agreement between the experimental and predicted hydration
free energies of the alkanes and aromatic compounds. Note
that the AGBNP2 model, regardless of the parametrization,
correctly predicts the more favorable hydration free energies
of the cyclic alkanes relative to their linear analogues.
AGBNP2, thanks to its unique decomposition of the nonpolar
solvation free energy into an unfavorable cavity term and
an opposing favorable term, is, to our knowledge, the only

analytic implicit solvent implementation capable of describ-
ing correctly this feature of the thermodynamics of hydration
of hydrophobic solutes.

The AGBNP2 model without corrections markedly un-
derpredicts the magnitudes of the experimental hydration free
energies of the compounds containing carbonyl groups
(ketones, organic acids, and esters). The hydration free
energies of alcohols are also underpredicted but by smaller
amounts. Much better agreement with the experimental
hydration free energies of these oxygen-containing com-
pounds (see Table 2) is achieved after applying hydrogen
bonding corrections with h ) -1.25 kcal/mol for the
carbonyl oxygen and h ) -0.4 kcal/mol for both the
hydrogen and oxygen atoms of the hydroxy group (Table
1). Note that the same parameters employed individually for
carbonyl and hydroxy groups in ketones and alcohols are
applied to the more complex carboxylic groups of acids and
esters as well as amides and carboxylate ions. The thiol
groups of organic sulfides required similar corrections as the
hydroxy groups (Tables 1 and 2). The AGBNP2 model
without corrections also markedly underpredicted the mag-
nitude of the experimental hydration free energies of amines
and amides and, to a smaller extent, of compounds with
nitrogen-containing heterocyclic aromatic rings. The addition
of HB corrections of -0.25 kcal/mol for amine hydrogens
and h ) -2.0 kcal/mol for both amine and aromatic nitrogen
atoms yields improved agreement (Table 2), although the
effect of N-methylation is still overemphasized.

3.3. Miniprotein Results. As described in section 2.3,
we have performed restricted MD simulations of a series of
so-called miniproteins (trp-cage, cdp-1, and fsd-1) to study
the extent of the agreement between the conformational
ensembles generated with the original AGBNP implementa-
tion (AGBNP1) and the present implementation (AGBNP2)
with respect to explicit solvent generated ensembles. The
results of earlier studies4,54,55 suggest that the AGBNP/
OPLS-AA model correctly reproduces for the most part the
backbone secondary structure features of protein and pep-
tides. The tests in the present study are therefore focused on
side chain conformations. The backbone atoms were har-
monically restricted to remain within approximately 3 Å CR
root-mean-square deviation of the corresponding NMR
experimental models. We structurally analyzed the ensembles
in terms of the extent of occurrence of intramolecular
interactions.

As shown in Table 3, we measured a significantly higher
average number of intramolecular hydrogen bonds and ion
pairing in the AGBNP1 ensembles relative to the explicit
solvent ensembles for all miniproteins studied. The largest
deviations are observed for cdp-1 and fsd-1, two miniproteins
particularly rich in charged side chains, with on average
nearly twice as many intramolecular hydrogen bonds com-
pared to explicit solvent. Many of the excess intramolecular
hydrogen bonds with AGBNP1 involve interactions between
polar groups (polar side chains or the peptide backbone) and
the side chains of charged residues. For example, for cdp-1
we observe (see Table 3) approximately eight hydrogen
bonds between polar and charged groups on average
compared to nearly none with explicit solvation.

Table 2. Experimental and Predicted Hydration Free
Energies of a Set of Small Molecules

molecule exptla,b AGBNP2/SEVa,c AGBNP2a,d

n-ethane 1.83 0.98 1.80
n-propane 1.96 0.92 1.97
n-butane 2.08 0.88 2.14
n-pentane 2.33 0.78 2.26
n-hexane 2.50 0.70 2.40
cyclopentane 1.20 0.34 1.63
cyclohexane 1.23 0.05 1.50
benzene -0.87 -1.50 -1.14
toluene -0.89 -1.66 -0.94
acetone -3.85 -1.09 -3.83
acetophenone -4.58 -2.74 -5.07
ethanol -5.01 -4.77 -5.30
phenol -6.62 -4.51 -5.38
ethanediol -9.60 -7.99 -9.87
acetic acid -6.70 -2.73 -7.05
propionic acid -6.48 -2.58 -6.38
methyl acetate -3.32 -0.10 -3.92
ethyl acetate -3.10 -0.02 -3.60
methyl amine -4.56 -2.39 -4.37
ethyl amine -4.50 -2.24 -3.95
dimethyl amine -4.29 -1.95 -3.21
trimethyl amine -3.24 -1.78 -2.39
acetamide -9.71 -6.81 -10.45
N-methylacetamide -10.08 -4.75 -7.51
pyridine -4.70 -3.62 -5.30
2-methylpyridine -4.63 -2.94 -4.22
3-methylpyridine -4.77 -2.82 -4.13
methanethiol -1.24 -0.61 -1.46
ethanethiol -1.30 -0.57 -1.22
neutral AUEa,e 1.90 0.45
acetate ion -79.90 -77.32 -87.70
propionate ion -79.10 -76.29 -86.29
methylammonium ion -71.30 -73.21 -73.54
ethylammonium ion -68.40 -70.63 -70.75
methyl guanidinium -62.02f -57.30 -69.81
ions AUEa,g 2.85 5.47

a In kcal/mol. b Experimental hydration free energy from ref 116
except where indicated. c AGBNP predicted hydration free
energies with the default γ parameter for all atoms types (γ ) 117
cal/mol/Å2) and without HB corrections. d AGBNP predicted
hydration free energies with optimized parameters listed in Table
1. e Average unsigned error of the AGBNP predictions for the
neutral compounds relative to the experiments. f From ref 117.
g Average unsigned error of the AGBNP predictions for the ionic
compounds relative to the experiments.
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Despite the introduction of empirical surface tension
correction to penalize ion pairs,55 AGBNP1 overpredicts ion
pair formation. We found that ion pairing involving arginine
was particularly overstabilized by AGBNP1 as we observed
stable ion pairing between arginine and either glutamate or
aspartate residues during almost the entire duration of the
simulation in virtually all cases in which this was topologi-
cally feasible given the imposed backbone restrains. In
contrast, with explicit solvation some of the same ion pairs
were seen to form and break numerous times, indicating a
balanced equilibrium between contact and solvent-separated
conformations. This balance is not reproduced with implicit
solvation, which instead strongly favors ion pairing. In any
case, the relative stability of ion pairs appeared to depend
in subtle ways on the protein environment as, for example,
the two ion pairs between arginine and glutamate of cdp-1
were found to be stable with either explicit solvation or
AGBNP1 implicit solvation whereas other Arg-Glu ion pairs
in trp-cage and fsd-1 were found to be stable only with
implicit solvation.

This analysis generally confirms quantitatively a series of
past observations made in our laboratory indicating that the
original AGBNP implementation tends to be biased toward
conformations with excessive intramolecular electrostatic
interactions, at the expense of more hydrated conformations
in which polar groups are oriented so as to interact with the
water solvent. During the process of development of the
modifications to address these problems, we found it useful
to rescore with varying AGBNP formulations and param-
etrizations the miniprotein conformational ensembles ob-
tained with AGBNP1 and explicit solvation, rather than
performing simulations with each new parametrizations. An
example of this analysis is shown in the first row of plots of
Figure 9, which compare the probability distributions of the

AGBNP1 effective potential energies over the conformational
ensembles generated with AGBNP1 implicit solvation and
with explicit solvation. These results clearly show that the
AGBNP1/OPLS-AA effective potential disfavors conforma-
tions from the explicit solvent ensemble relative to those
generated with implicit solvation. The AGBNP1 energy
scores of the explicit solvent ensembles of all miniproteins
are shifted toward higher energies than those of the AGBNP1
ensemble, indicating that conformations present in the
explicit solvent ensemble would be rarely visited when
performing conformational sampling with the AGBNP1/
OPLS-AA potential. AGBNP1/OPLS-AA assigns a substan-
tial energetic penalty (see Figure 9A-C) to the explicit
solvent ensemble relative to the AGBNP1 ensemble (on
average 3.3, 4.4, and 5.7 kcal/mol per residue for, respec-
tively, the trp-cage, cdp-1, and fsd-1 miniproteins). This
energetic penalty, being significantly larger than thermal
energy, rules out the possibility that conformational entropy
effects could offset it to such an extent so as to equalize the
relative free energies of the two ensembles. Detailed analysis
of the energy scores shows that, as expected, the AGBNP1
implicit solvent ensemble is mainly favored by more favor-
able electrostatic Coulomb interaction energies due to its
greater number of intramolecular electrostatic contacts rela-
tive to the explicit solvent ensemble (see above). Conversely,
the AGBNP1 solvation model does not assign sufficiently
favorable hydration free energy to the more solvent-exposed
conformations obtained in explicit solvation so as to make
them competitive with the more compact conformations of
the AGBNP1 ensemble.

Similar energetic scoring analysis with the AGBNP2
model (see Figure 1 of the Supporting Information) with and

Table 3. Average Number of Some Types of
Intramolecular Electrostatic Interactions in the Explicit
Solvent Conformational Ensembles, and the Ensembles
Generated from Simulations Using the AGBNP1 and
AGBNP2 Effective Potentials for the trp-cage, cdp-1, and
fsd-1 Miniproteins

miniprotein explicit AGBNP1 AGBNP2

Intramolecular Hydrogen Bonds
trp-cage 13.5 18.3 15.3
cdp-1 12.6 24.5 15.4
fsd-1 14.1 24.6 14.3
all 40.2 67.4 45.0

Polar-Polar Hydrogen Bonds
trp-cage 12.9 17.1 13.9
cdp-1 12.5 16.4 14.1
fsd-1 12.0 15.0 12.9
all 37.4 48.5 40.9

Polar-Charged Hydrogen Bonds
trp-cage 0.6 1.2 1.4
cdp-1 0.1 8.1 1.3
fsd-1 2.1 9.6 1.4
all 2.8 18.9 4.1

Ion Pairs
trp-cage 0.3 1.0 1.0
cdp-1 2.5 2.9 2.7
fsd-1 1.4 4.6 4.0
all 4.2 8.5 7.7

Figure 9. Potential energy distributions of the conformational
ensembles for the trp-cage (first column, panels A, D), cdp-1
(second column, panels B, E), and fsd-1 (third column, panels
C, F) miniproteins obtained using the AGBNP1/OPLS-AA (first
row, panels A-C; full line) and AGBNP2/OPLS-AA (second
row, panels D-F; full line) effective potentials and explicit
solvation (dashed line). The distributions are shown as a
function of the energy gap per residue (∆u) relative to the
mean effective potential energy of the implicit solvent en-
semble distribution.
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without hydrogen bonding to solvent corrections showed that
the introduction of the SEV model for the solute volume
significantly reduced the energetic gap between the explicit
solvent and AGBNP1 conformational ensembles, and that
the introduction of the hydrogen bonding corrections further
favors the explicit solvent ensemble. We proceeded to vary
the AGBNP2 parameters to achieve the best possible scoring
of the explicit solvent ensembles relative to the AGBNP1
ensembles while maintaining an acceptable level of agree-
ment with the small molecule experimental hydration free
energies. This procedure eventually yielded the parameters
listed in Table 1, which produce small molecule hydration
free energies in good agreement with the experiments (Table
2), as well as energy distributions for the three miniproteins
that, while still favoring the AGBNP1 ensembles, displayed
energy gaps between the explicit and AGBNP1 implicit
solvation ensembles comparable to thermal energy and
smaller than the spread of the energy distributions.

The energy scoring experiments on the explicit solvent
and AGBNP1 ensembles described above were very useful
for tuning the formulation of the AGBNP2 model without
requiring running lengthy MD simulations. They do not,
however, guarantee that the conformational ensembles gener-
ated with the AGBNP2 solvation model will more closely
match the explicit solvent ensembles than those generated
with AGBNP1. This is because the new solvation model
could introduce new energy minima not encountered with
AGBNP1 or explicit solvation that would be visited only
by performing conformational sampling with AGBNP2. To
validate the model in this respect, we obtained MD trajec-
tories with the AGBNP2 implicit solvent model and com-
pared the corresponding probability distributions of the
effective energy with those of the explicit solvent ensembles
similarly as above. The results for the three miniproteins,
shown in Figure 9D-F, indicate that the AGBNP2-generated
ensembles display significantly smaller bias (mean energy
gaps per residue of 2.0, 2.1, and 2.5 kcal/mol for, respec-
tively, the trp-cage, cdp-1, and fsd-1 miniproteins) than
AGBNP1 (Figure 9A-C), which yielded energy gaps of 3.3,
4.4, and 5.7 kcal/mol per residue, respectively. This observa-
tion shows that AGBNP2 produces conformational en-
sembles with energy distributions that more closely match
on average that of the explicit solvent ensemble without
producing unphysical minima that deviate significantly from
it.

We have analyzed structural features of the conformational
ensembles obtained with the AGBNP1 and AGBNP2 models
to establish the degree of improvement achieved with the
new model with respect to intramolecular interactions. The
salient results of this analysis are shown in Table 3. This
table reports for each miniprotein the average number of
intramolecular hydrogen bonds and ion pairs. The number
of hydrogen bonds is further decomposed into those involv-
ing only polar groups (including the backbone) and those
involving a polar group and the side chain of a charged
residue (arginine, lysine, aspartate, and glutamate). As noted
above, it is apparent from these data that the AGBNP1 model
produces conformations with too many hydrogen bonds and
ion pairs. The majority of the excess hydrogen bonds with

AGBNP1 involve residue side chains. Similarly, too many
ion pairs are observed in the AGBNP1 ensemble particularly
for the fsd-1 miniprotein (4.6 ion pairs on average with
AGBNP1 compared to only 1.4 in explicit solvent). The
AGBNP2 ensembles, in comparison, yield considerably
fewer intramolecular hydrogen bonds. For instance, the
average number of hydrogen bonds for cdp-1 is reduced from
24.5 with AGBNP1 to 15.4 with AGBNP2, which is to be
compared with 12.6 in explicit solvent. With AGBNP2 the
number of polar-polar hydrogen bonds is generally in good
agreement with explicit solvation. However, the greatest
improvement is observed with polar-charged interactions.
For example, the number of polar-charged hydrogen bonds
of fsd-1 is reduced by almost 10-fold in going from AGBNP1
to AGBNP2 to reach good agreement with explicit solvation.
Importantly, a significant fraction of the excess polar-charged
interactions observed with AGBNP1 corrected by AGBNP2
are interactions between the peptide backbone and charged
side chains that would otherwise interfere with the formation
of secondary structures.

With AGBNP2 we observe small but promising improve-
ments in terms of ion pair formation. The average number
of ion pairs of cdp-1 consistently agrees between all three
solvation models, and the only possible ion pair in trp-cage
is more stable in both implicit solvent formulations than in
explicit solvent (it occurs in virtually all implicit solvent
conformations compared to only 30% of the conformations
in explicit solvent). However, the average number of ion pairs
for fsd-1 is reduced from 4.6 with AGBNP1 to 4.0 with
AGBNP2. We observe good agreement between the number
of ion pairs involving lysine with either AGBNP1 or
AGBNP2 and explicit solvation. However, ion pairs involv-
ing arginine are generally more stable with implicit solvation
than with explicit solvation. The agreement in the number
of ion pairs with cdp-1 is due to the fact that for this
miniprotein the two possible ion pairs involving arginine
result stable with explicit solvation as well as with implicit
solvation. For the other two miniproteins, however, ion pairs
involving arginine that are marginally stable with explicit
solvation are found to be significantly more stable with
implicit solvation, although less so with AGBNP2 solvation.

4. Discussion

Modern implicit solvent models for biomolecular simulations
are generally based on the uniform dielectric continuum
representation of the solvent which is accurately modeled
by the Poisson-Boltzmann (PB) equation.9 Generalized Born
(GB) models,10 which approximate the PB formalism, are
applicable to molecular dynamics thanks to their low
computational complexity. GB models have reached a high
level of accuracy compared to PB following the introduction
of more realistic solute volume descriptions87,100 and of
higher order corrections to the Coulomb field approxi-
mation.118-120 However, at the molecular level water is
sometimes poorly described by uniform continuum models.
Even the best GB models have been found to deviate
considerably from, for example, explicit solvent bench-
marks.121,127 The nonlinear and asymmetric dielectric re-
sponse of water stems primarily from the finite extent and
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internal structure of water molecules.1 The modeling of
effects due to water granularity is important for the proper
description of molecular association equilibria. Integral
equation methods122 provide an accurate implicit solvation
description from first principles; however, despite recent
progress,123 they are not yet applicable to molecular dynam-
ics of biomolecules. The primary aim of the present study
has been to formulate an analytical and computational
efficient implicit solvent model incorporating solvation
effects beyond those inherent in standard continuum dielec-
tric models and, by so doing, achieving an improved
description of solute conformational equilibria.

In this work we have developed the AGBNP2 implicit
solvent model which is based on an empirical (but physically
motivated) first solvation shell correction function param-
etrized against experimental hydration free energies of small
molecules and the results of explicit solvent molecular
dynamics simulations of a series of miniproteins. The
correction function favors conformations of the solute in
which polar groups are oriented so as to form hydrogen bonds
with the surrounding water solvent, thereby achieving a more
balanced equilibrium with respect to the competing intramo-
lecular hydrogen bond interactions. A key ingredient of the
model is an analytical prescription to identify and measure
the volume of hydration sites on the solute surface. Hydration
sites that are deemed too small to contain a water molecule
do not contribute to the solute hydration free energy.
Conversely, hydration sites of sufficient size form favorable
interactions with nearby polar groups. This model thus
incorporates the effects of both water granularity and
nonlinear first shell hydration effects.

The GB and nonpolar models in the AGBNP2 implicit
solvent model provide the linear continuum dielectric model
basis of the model as well as a description of nonelectrostatic
hydration effects.42 In this work the GB and solute-solvent
dispersion interaction energy models are further enhanced
by replacing the original van der Waals solute volume model
with a more realistic solvent excluded volume (SEV) model.
The new volume description improves the quality of the Born
radii of buried atoms and atoms participating in intramo-
lecular interactions which would otherwise be underestimated
due to high dielectric interstitial spaces present with the van
der Waals volume description.88 GB models with these
characteristics have been previously proposed. The GBMV
series of models87,93,94 represent the SEV on a grid which,
although accurate, is computationally costly and lacks frame
of reference invariance. The pairwise descreening based
GBOBC model120 introduced an empirical rectifying function
to increase the Born radii of buried atoms in an averaged,
geometry-independent manner. The GBn model100 introduced
the neck region between pairs of atoms as additional source
of descreening, dampened by empirical parameters to account
in an average way for overlaps between neck regions and
between solute atoms and neck regions. The approach
proposed here to represent the SEV consists of computing
the atomic self-volumes, used in the pairwise descreening
computation, using enlarged atomic radii so as to cover the
interatomic interstitial spaces. The self-volume of each atom
is then reduced proportionally to its solvent accessible surface

area (see eq 31) to subtract the volume in van der Waals
contact with the solvent. We show (Figure 8) that this model
reproduces well Born radii computed from an accurate
numerical representation of the SEV, noting that improve-
ments for the Born radii of atoms in a loosely packed
hydrophobic interior, while significant, are still not optimal.
Although approximate, this representation of the SEV
maintains the simplicity and computational efficiency of
pairwise descreening schemes, while accounting for atomic
overlaps in a consistent and parameter-free manner.

The new AGBNP2 model has been formulated to be
employed in molecular dynamics conformational sampling
applications, which require potential models of low compu-
tational complexity and favorable scaling characteristics, and
with analytical gradients. These requirements have posed
stringent constraints on the design of the model and the
choice of the implementation algorithms. In the formulation
of AGBNP2 we have reused as much as possible well-
established and efficient algorithms developed earlier for the
AGBNP1 model. For example, the key ingredient of the
hydrogen bonding correction function is the free volume of
a hydration site, which is computed using a methodology
developed for AGBNP1 to compute atomic self-volumes.
Similarly, the SEV-based pairwise descreening procedure
employs atomic surface areas (see eq 31), computed as
previously described.42 AGBNP2 suffers additional compu-
tational cost associated with the SEV-based pairwise de-
screening procedure and the hydrogen bonding correction
function. This handicap, however, is offset by having only
one solute volume model in AGBNP2 rather than two in
AGBNP1. AGBNP1 requires two separate invocations of the
volume overlaps machinery (eq 2) for each of the two volume
models it employs, corresponding to the van der Waals
atomic radii for the pairwise descreening calculation and
enlarged radii for the surface area calculation.42 AGBNP2
instead employs a single volume model for both the pairwise
descreening and surface area calculations. A direct CPU
timing comparison between the two models cannot be
reported at this time because the preliminary implementation
of the AGBNP2 computer code used in this work lacks key
data caching optimizations similar to those already employed
in AGBNP1. Given the computational advantages of the new
model discussed above, we expect to eventually obtain
similar or better performance than with AGBNP1.

The AGBNP2 model has been parametrized against
experimental hydration free energies of a series of small
molecules and with respect to the ability of reproducing
energetic and structural signatures of the conformational
ensemble of three miniproteins generated with explicit
solvation. These data sources are chosen so as to ensure that
the resulting model would be applicable to both hydration
free energy estimation and conformation equilibria, which
are fundamental characteristics for models aimed at protein-
ligand binding affinity estimation. On the other hand,
experimental hydration free energies and explicit solvent
conformational ensembles are to some extent incompatible
with one another given the limitations of even the best fixed-
charge force fields and explicit solvation models to reproduce
experimental hydration free energies of small molecules with

AGBNP2 Implicit Solvation Model J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2557



high accuracy.41,124,125 Mindful of this issue we did not seek
a perfect correspondence with the experimental hydration
free energy values. We first obtained parameters by fitting
against the small molecule experimental hydration free
energies and then adjusted the parameters to improve the
agreement with the explicit solvent data, making sure that
the predicted small molecule hydration free energies re-
mained within a reasonable range relative to the experimental
values. In practice this procedure yielded predicted hydration
free energies in good agreement with the experimental values
with the exception of the carboxylate and guanidinium ions
(see Table 2), for which AGBNP2 predicts more favorable
hydration free energies than the experiments, a consequence
of the large hydrogen bonding corrections necessary to
reduce the occurrence of intramolecular electrostatic interac-
tions in the investigated proteins. As discussed further below,
limitations in the description of hydration sites adopted for
carboxylate and guanidinium ions may be partly the cause
of the observed inconsistencies for these functional groups.

The parametrization and quantitative validation of the
model, which is the primary focus of this work, has been
based on comparing the effective potential energy distribu-
tions of implicit solvent conformational ensembles with those
of explicit solvent ensembles. We observed that the AGBNP1
solvation model energetically ranked explicit solvent con-
formations significantly less favorably than implicit solvent
conformations. The AGBNP2 model is characterized by
smaller energetic bias relative to the explicit solvent en-
sembles, indicating that conformational sampling with the
AGBNP2/OPLS-AA energy function produces conforma-
tions that more closely match those obtained with explicit
solvation. This result is a direct consequence of employing
the more realistic solvent excluded volume description of
the solute, which yields larger Born radii for buried groups,
as well as the hydrogen bonding to solvent corrections, which
favor solvent exposed conformations of polar groups.
Furthermore, comparison of the energy distributions of the
AGBNP2 and explicit solvent ensembles for the three mini-
proteins (Figure 9D-F) shows, in contrast to the AGBNP1
results, that the AGBNP2 bias for the two more charge-rich
miniproteins (cdp-1 and fsd-1) is similar to that of the least
charged one (trp-cage). This suggests that the residual
energetic bias of the AGBNP2 model is probably related to
the nonpolar model rather than the electrostatic model. Future
studies will address this particular aspect of the model.

The energy scoring studies conducted in this work indicate
that AGBNP2 is a significant improvement over AGBNP1.
They also show, however, that the new model falls short of
consistently scoring explicit solvent conformations similarly to
implicit solvent conformations. Although an optimal match
between energy distributions is a necessary condition for
complete agreement between implicit and explicit solvation
results, it is unrealistic to expect to reach this ultimate goal at
the present level of model simplification. Increasing the
magnitude of the hydrogen bonding corrections can improve
the agreement between the explicit and implicit solvation energy
distributions, albeit at the expense of the quality of the predicted
small molecule hydration free energies. It seems likely that the
no parametrization of the current model would yield both good

relative conformational free energies and hydration free energies.
Future work will pursue the modeling of additional physical
and geometrical features, such us the use of variable dielectric
approaches to model polarization effects,126 necessary to
improve the agreement between implicit and explicit solvation
energy distributions. The energy gap between the implicit
solvent and explicit solvent energy distributions used here is,
we believe, a meaningful measure of model quality and could
serve as a useful general validation tool to compare the accuracy
of implicit solvent models.

The excessive number of intramolecular electrostatic interac-
tions involving charged groups has been one of the most
noticeable shortcomings of GB-based implicit solvent mod-
els.127 To correct this tendency, we have in the past adopted in
the AGBNP1 model ad hoc strategies aimed at either destabiliz-
ing electrostatic intramolecular interactions54 or, alternatively,
stabilizing the competing solvent-separated conformations.55

This work follows the latter approach using a more robust and
physically motivated framework based on locating and scoring
hydration sites on the solute surface as well as adopting a more
realistic volume model. Structural characterization of the
conformational ensembles has shown that AGBNP2 produces
significantly fewer intramolecular interactions than AGBNP1,
reaching good agreement with explicit solvent results. The
reduction of intramolecular interactions has been the greatest
for interactions between polar and charged groups. We believe
the excessive tendency toward the formation of intramolecular
interactions to be the root cause of the high melting temperatures
of structured peptides64 predicted with AGBNP1. Given the
reduction of intramolecular interactions achieved with AG-
BNP2, we expect the new model to yield more reasonable
peptide melting temperatures, a result which we hope to report
in future publications.

Less-visible improvements have been obtained for ion
pairs involving arginine side chains which remain more stable
with implicit solvation than with explicit solvation. However,
significantly, with AGBNP2 we observed a more dynamic
equilibrium between ion-paired and solvent-separated con-
formations of arginine side chains that was not observed with
AGBNP1. This result is promising because it indicates that
the AGBNP2 solvation model, although still favoring ion-
paired conformations, produces a more balanced equilibrium,
which is instead almost completely shifted toward contact
conformations with AGBNP1. Nevertheless it is apparent
that the AGBNP treatment of the guanidinium group of
arginine is not as good as for other groups. This limitation
appears to be shared with other functional groups containing
sp2-hybridized nitrogen atoms as evidenced, for example, by
the relatively lower quality of the hydration free energy
predictions for amides and nitrogen-containing aromatic
compounds (Table 2). Similar implicit solvent overstabili-
zation solvation of arginine-containing ion pairs has been
observed by Yu et al.85 in their comparison of Surface
Generalized Born (SGB) and SPC explicit solvation with
the OPLS-AA force field. Despite quantitative differences,
the explicit solvent studies (with the TIP3P water model) of
MasunovandLazaridis128 andHassan,129 using theCHARMM
force field, and that of Mandell at al.,130 using the OPLS-
AA force field, have confirmed that arginine forms the
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strongest ion pairing interactions, especially in the bidentate
coplanar conformation. These observations are consistent
with the present explicit solvent results using OPLS-AA and
the SPC water model, where we find that most of the ion
pairs of the miniproteins were found to involve arginine side
chains. In contrast to our present implicit solvent results,
however, the work of Masunov and Lazaridis128 indicated
that the GB-based implicit solvent model that they analyzed14

produced potentials of mean force for arginine-containing
ion pairs in general agreement with explicit solvation.

To rationalize the present implicit solvent results concern-
ing ion pair formation, it has been instructive to analyze the
potentials of mean force (PMFs) of ion pair association with
the AGBNP model. As an example, Figure 10 shows the
PMF for the association of propyl guanidinium (arginine side
chain analogue) and ethyl acetate (aspartate and glutamate
analogue) in a bidentate coplanar conformation (similar to
the arrangement used previously)85,128-130 for various AG-
BNP implementations. The corresponding explicit solvent
PMF obtained by Mandell et al.130 is also shown in Figure
10 for comparison. The original AGBNP1 parametrization42

clearly leads to an overly stable salt bridge with the contact
conformation scored at approximately -19 kcal/mol relative
to the separated conformation, compared with -8.5 kcal/
mol with explicit solvation. The AGBNP1 parametrization
analyzed here, which includes an empirical surface area
correction to reduce the occurrence of ion pairs,55 yields a
contact free energy (-11 kcal/mol) in much better agreement
with explicit solvation, although the shape of the PMF is
not properly reproduced. The present AGBNP2 model
without hydrogen bonding corrections (labeled “AGBNP2-
SEV” in Figure 10) yields a PMF intermediate between the
original and corrected AGBNP1 parametrizations. The AG-
BNP2 model with hydrogen bonding corrections yields the
PMF with the closest similarity to the one obtained in explicit
solvent. Not only the contact free energy (-6.5 kcal/mol) is
in good agreement with the explicit solvent result, but,
importantly, it also reproduces the solvation barrier of the

PMF at 5 Å separation, corresponding to the distance below
which there is insufficient space for a water layer between
the ions.

It is in this range of distances that the greatest discrepancies
are observed between PMFs with explicit solvation and some
GB-based implicit solvation models85,128 that do not model
effects due to the finite size of water molecules. Both the
hydrogen bonding correction and the SEV volume description
employed in AGBNP2, which are designed to take into account
the granularity of the water solventsthe hydrogen bonding
correction through the minimum free volume of water sites (eq
37) and the SEV model through the water radius offset (eq
28)smake it possible to reproduce the solvation barrier typical
of molecular association processes in water.

It is notable in the PMF results shown in Figure 10 the lack
of a free energy maximum with the AGBNP2/SEV model
(AGBNP2 without HB corrections), which would be expected
on the basis of results with the GBMV model, indicating that
a SEV treatment of the GB model leads to a higher and much
broader PMF maximum relative to explicit solvent.88 There are
two possible factors contributing to this discrepancy. The first
is that the OPLS-AA force field used in this work seems to
consistently produce stronger ionic interactions than the
CHARMM force field (on which the GBMV model is based)
as suggested by the relatively small free energies of salt bridge
formation obtained with CHARMM-based implicit solvent
models88,128 relative to OPLS-AA-based ones (see for example
ref 85 and the present results with AGBNP1). Because the shape
of the PMF at intermediate separations is determined by a
delicate balance between attractive electrostatic interactions and
repulsive desolvation forces, stronger electrostatic interactions
with OPLS-AA are potentially responsible in part for a missing
or smaller PMF maximum. The lack of the PMF maximum
with AGBNP2/SEV is most likely also due to the reduced radius
offset used in AGBNP42 used to construct the SEV. The small
probe radius leads to a smaller reduction, compared to a full
SEV treatment, of the high dielectric volume surrounding the
ionic groups as they approach each other. The consequence is

Figure 10. Potential of mean force of ion pair formation between propyl guanidinium and ethyl acetate in the coplanar orientation
with AGBNP implicit solvation (A) and explicit solvation (B; ref 130). In (A) “AGBNP1 (orig.)” refers to the original AGBNP1
parametrization,42 “AGBNP1” refers to the AGBNP1 model used in this work which includes a surface tension parameter correction
for the carboxylate group aimed at reducing the occurrence of ion pairs,55 “AGBNP2” refers to the current model, and “AGBNP2-
SEV” refers to the current model without hydrogen bonding and surface tension corrections. The potentials of mean force are
plotted with respect to the distance between the atoms of the protein side chain analogues equivalent to the C� of arginine and
the Cγ of aspartate.
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a smaller rate of increase of the desolvation penalty which in
turn leads to a smaller or absent PMF maximum.

Increasing the magnitude of the AGBNP radius offset is
not feasible as we observed that the Gaussian overlap
approximation for the overlap volumes (eq 10 of ref 42)
breaks down for atomic radii much larger than the van der
Waals radii. On the other hand, as the results in Figure 10
show, the added desolvation provided by the short-range HB
function is able to properly correct this deficiency, yielding
a PMF maximum in good correspondence with explicit
solvation. This shows that the HB function as parametrized
is likely taking into account not only short-range nonlinear
hydration effects but also inaccuracies in the GB and
nonpolar models, as well as approximations in the imple-
mentation such as the small probe radius discussed above.

The good correspondence between the AGBNP2 and
explicit solvent PMFs for propyl guanidinium and ethyl
acetate (Figure 10) stands in contrast with the residual
AGBNP2 overprediction of arginine salt bridges compared
to explicit solvation (Table 3). We observed that, in the
majority of arginine salt bridges occurring with AGBNP2,
the guanidinium and carboxylate groups interact at an angle
rather than in the coplanar configuration discussed above.
We have confirmed that the PMF of ion pair formation for
an angled conformation (not shown) indeed shows a sig-
nificantly more attractive contact free energy than the
coplanar one. This result indicates that the in-plane placement
of the hydration sites for the carboxylate groups (see the
Appendix) does not sufficiently penalize angled ion pair
arrangements. This observation is consistent with the need
for introducing an isotropic surface area based hydration
correction for carboxylate groups (the reduced γ parameter
for the carboxylate oxygen atoms in Table 1), which showed
some advantage in terms of reducing the occurrence of salt
bridges. Future work will focus on developing a more general
hydration shell description for carbonyl groups and related
planar polar groups to address this issue.

5. Conclusions

We have presented the AGBNP2 implicit solvent model, an
evolution of the AGBNP1 model we have previously
reported, with the aim of incorporating hydration effects
beyond the continuum dielectric representation. To this end
a new hydration free energy component based on a procedure
to locate and score hydration sites on the solute surface is
used to model first solvation shell effects, such as hydrogen
bonding, which are poorly described by continuum dielectric
models. This new component is added to the generalized
Born and nonpolar AGBNP models which have been
improved with respect to the description of the solute volume
description. We have introduced an analytical solvent
excluded volume (SEV) model which reduces the effect of
artifactual high dielectric interstitial spaces present in
conventional van der Waals representations of the solute
volume. The new model is parametrized and tested with
respect to experimental hydration free energies and the results
of explicit solvent simulations. The modeling of the granu-
larity of water is one of the main principles employed in the
design of the empirical first shell solvation function and the

SEV model, by requiring that hydration sites have a
minimum available volume based on the size of a water
molecule. We show that the new volumetric model produces
Born radii and surface areas in good agreement with accurate
numerical evaluations. The results of molecular dynamics
simulations of a series of miniproteins show that the new
model produces conformational ensembles in much better
agreement with reference explicit solvent ensembles than the
AGBNP1 model with respect to both structural and energetics
measures.

Future development work will focus on improving the
modeling of some functional groups, particularly ionic groups
involving sp2 nitrogen, which we think are at the basis of
the residual excess occurrence of salt bridges, and on the
optimization of the AGBNP2 computer code implementation.
Future work will also focus on further validation of the model
on a wide variety of benchmarks including protein homology
modeling and peptide folding.
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Appendix A: Hydration Site Locations

Figure 11 shows the location of the hydration sites for the
functional groups listed in Table 1. Each hydration site is
represented by a sphere of 1.4 Å radius. The distance dHB

between the donor or acceptor heavy atom and the center of
the hydration site sphere is set to 2.5 Å.

There is a single linear geometry for HB donor groups. The
corresponding hydration site is placed at a distance dHB from
the heavy atom donor along the heavy atom-hydrogen bond.

Acceptor trigonal geometries have one or two hydration
sites depending on whether the acceptor atom is bonded to,
respectively, two or one other atom. In the former case the
water site is placed along the direction given by the sum of
the unit vectors corresponding to the sum of the NR1 and
NR2 bonds (following the atom labels in Figure 11). In the
latter case the W1 site (see Figure 11) is placed in the R1CO
plane forming an angle of 120° with the CO bond. The W2

site is placed similarly.
Acceptor tetrahedral geometries have one or two hydration

sites depending on whether the acceptor atom is bonded,
respectively, to three or two other atoms. In the former case
the water site is placed along the direction given by the sum
of the unit vectors corresponding to the sum of the NR1,
NR2, and NR3 bonds. In the latter case the positions of the
W1 and W2 sites are given by

where O is the position of the acceptor atoms, θ ) 104.4°,
and u1 and u2 are, respectively, the unit vectors corresponding
to the OR1 and OR2 bonds.

w1 ) O + dHB(cos θu1 + sin θu2)

w2 ) O + dHB(cos θu1 - sin θu2)
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Appendix B: Gradients of GB and van der
Waals Energies

The component of the gradient of the AGBNP2 van der
Waals energy at constant self-volumes is the same as in the
AGBNP1 model (see Appendix C of ref 42). In AGBNP2
the expression for the component of the gradient correspond-
ing to variations in the atomic scaling factors, sij, includes
pair corrections at all overlap levels because of the presence
of multibody volumes in V′′ij. In addition, a new component
corresponding to the change in surface areas appears:

Equation 39 leads to the same expression of the derivative
component as in the AGBNP1 model (eq 72 in ref 42)
(except for the extra elements in the two-body terms due to
the inclusion of the 1/2Vkj correction term). Equation 40
corresponds to the component of the derivative due to
variations in V′jk, the volume to be added to the self-volumes
of j and k to obtain the sjk and skj scaling factors. In the

AGBNP1 model this component included only two-body
overlap volumes; in AGBNP2 this term instead includes all
overlap volumes greater than zero. Finally, eq 41, where Ak

is the surface area of atom k, leads to the component of the
derivatives of the GB and vdW terms due to variations of
the exposed surface area. The latter two terms are new for
AGBNP2.

B.1. Component of Derivative from eq 40. From eq 63
in ref 42 and eq 40 we have

where Wkj has the same expression as in eq 69 in ref 42. In
working with eq 42 it is important to note that, whereas V′kj

is symmetric with respect to swapping the j and k indices,
Wkj and Wjk are different from each other. Substituting eq
30 into eq 42 and expanding over symmetric terms we obtain

Equation 43 is simplified by noting that

Equation 44 is inserted in eq 43 and sums are reduced
accordingly; then symmetric terms are collected into single
sums by reindexing the summations, obtaining

The corresponding expression for the gradient of ∆GGB is
similar but employs the Uij factors of eq 78 of ref 42 rather
than Wij.

B.2. Component of Derivative from eq 41. Inserting eq
41 in eq 63 of ref 42 gives

which is the same expression as that for the gradient of ∆Gcav

(see Appendix A of ref 42) with the replacement

The corresponding expression for the gradient of ∆GGB

follows from the substitution:

Figure 11. Diagram illustrating the hydration site locations
for each of the functional group geometries used in this work.
Linear, hydrogen bond donor; trigonal(1) and trigonal(2),
trigonal planar geometries with, respectively, one and two
covalent bonds on the acceptor atom; tetrahedral(2) and
tetrahedral(3), tetrahedral geometries with, respectively, two
and three covalent bonds on the acceptor atom. Representa-
tive molecular structures are shown for each geometry.
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B.3. Derivatives of HB Correction Energy. From eq 37
we have

Inserting eqs 35 and 36 in eq 46 gives

where

where the first term on the right-hand side represents the
derivative of the overlap volume with respect to the position
of atom i keeping the position of the water site s fixed, and
the second term reflects the change of overlap volume due
to a variation of the position of the water site caused by a
shift in position of atom i. The latter term is nonzero only if
i is one of the parent atoms of the water site.

Supporting Information Available: Figure showing
potential energy distributions of the AGBNP1 and explicit
solvent conformational ensembles for the the trp-cage, cdp-
1, and fsd-1 miniproteins scored with the AGBNP2-SEV/
OPLS-AA and AGBNP2/OPLS-AA effective potentials;
table listing experimental and AGBNP1 predicted hydration
free energies of the set of small molecules in Table 2. This
material is available free of charge via the Internet at http://
pubs.acs.org.
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Abstract: Molecular docking of ligands targeting proteins undergoing fibrillization in neurode-
generative diseases is difficult because of the lack of deep binding sites. Here we extend standard
docking methods with free energy simulations in explicit solvent to address this issue in the
context of the prion protein surface. We focus on a specific ligand (2-pyrrolidin-1-yl-N-[4-[4-(2-
pyrrolidin-1-yl-acetylamino)-benzyl]-phenyl]-acetamide), which binds to the structured part of the
protein as shown by NMR (Kuwata, K. et al. Proc Natl Acad Sci U.S.A. 2007, 104, 11921-11926).
The calculated free energy of dissociation (7.8 ( 0.9 kcal/mol) is in good agreement with the
value derived by the experimental dissociation constant (Kd ) 3.9 µM, corresponding to ∆G0 )
-7.5 kcal/mol). Several binding poses are predicted, including the one reported previously. Our
prediction is fully consistent with the presence of multiple binding sites, emerging from NMR
measurements. Our molecular simulation-based approach emerges, therefore, as a useful tool
to predict poses and affinities of ligand binding to protein surfaces.

Introduction
Recent developments in molecular docking protocols (MDPs)
allow one to predict accurately ligand poses in their target
binding sites.1 In several cases, the reason for their success

lays in the coupling of traditional scoring function-based
approaches with molecular simulation approaches2 (such as
soft harmonic modes,3 molecular dynamics simulations,4,5

and relaxed complex method6,7). The latter introduces
conformational flexibility of the target, accounting for the
fact that proteins are in constant motion between different
conformational states.8 These may be locally altered when
a ligand is bound.8

In spite of these successes, there are still many important
cases for which MDPs are challenged. These include the
prediction of the following poses: transition metal and/or
alkylating drugs, ligands causing large structural changes,
and ligands not binding to specific pockets. The latter is
common in proteins undergoing fibrillization in neurode-
generative diseases. Here we propose an enhanced molecular
docking protocol (EMD, Scheme 1) that extends MDPs with
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free energy simulations in explicit solvent to predict the
structure and the energetics of ligands binding to protein
surfaces.

Protein misfolding, followed by self-association and
subsequent deposition, has been observed in the brain tissues
of patients affected by different neurodegenerative disorders.
Diverse proteins have been shown to follow this process,
including amyloid-� (in Alzheimer’s disease), R-synuclein
(in Parkinson’s disease), huntingtin (in Huntington’s disease),
and prion protein (in prion diseases).9–11 The protocol we
propose here may be exploited in these cases for the design
of ligands that, by stacking onto protein surfaces, may disrupt
protein-protein interactions and, thus, inhibit protein self-
assembly.

In this study, we apply our EMD protocol in the context
of the cellular form of human prion protein (HuPrPC).

HuPrPC may convert into a pathogenic form (PrPSc, scrapie
prion protein),12 which is involved in the epidemics of the
bovine spongiform encephalopathy (BSE) and the new
variant Creutzfeldt-Jakob disease (nvCJD).13,14 For these
diseases, neither an early diagnosis nor a cure is currently
available.15 Therefore, there is great interest in designing
ligands binding to HuPrPC, which may interfere with its
conversion and interaction with other self-aggregating pro-
teins, such as amyloid-�.16

Recently, the ligand GN8 (2-pyrrolidin-1-yl-N-[4-[4-(2-
pyrrolidin-1-yl-acetylamino)-benzyl]-phenyl]-acetamide, 1 in
Figure 1)17 has been shown to bind MoPrPC in the µM range.
MoPrPC is highly similar to the HuPrPC. The sequence si-
milarity is as high as 98%, and the root-mean-square dif-
ference (rmsd) of the backbone between the molecular
dynamics (MD) structures of HuPrPC (PDB code: 1HJM)18

is the same (0.26 ( 0.02 nm) as that between the NMR
structures of HuPrPC and MoPrPC (PDB code: 1AG2)19 (0.27
nm). Therefore, significant changes of the structure on
passing from the mouse to the human protein are not
expected. For the 1-MoPrPC adduct, NMR chemical shift
perturbations of MoPrPC on protein residues induced by
ligand binding have been reported.17 These affect most
significantly amino acid residues on one side of the protein
surface (Arg156, Asn159 @ H1-S2 loop, Lys194 @ H2,
Glu196, Thr199 @ H2-H3 loop, and Val210 @ H3). In
addition, Val189 and Thr192, located on the other side of
the PrPC surface, are also perturbed (Figure 2A). All these
residues are conserved on passing from MoPrPC to HuPrPC.
These perturbations have been ascribed to ligand binding,
suggesting that multiple binding sites may be present. An
ad hoc model of the 1-MoPrPC adduct, constructed by
docking and energy minimization, exhibited a single binding
mode of GN8 connecting Asn159 and Glu196.17 Subsequent
quantum mechanical studies,20 based on this model, pointed
out that these two residues, along with Gln160 and Lys194,
are important for the binding. However, such a single binding
mode was not consistent with the presence of the contacts
between the ligand and Val189, Thr192, and Thr199. A
similar NMR study to map prion protein binding sites has
been made only for one other ligand, quinacrine (Supporting
Information, Figure S1).21 The latter, however, has been later
suggested not to bind to PrPC but rather to PrPSc or other
chemical chaperons involved in the prion propagation.22

The key ingredient of the protocol proposed in Scheme 1
is given by the type of free energy approach used. Several
powerful methods are available for predicting ligand binding
free energies by means of molecular simulation.23,24 How-
ever, predictions have been made so far to targets with
binding sites well characterized by X-ray crystallography or
NMR experiments. Here we use the metadynamics25 ap-

Scheme 1. MDPs are used to guess putative ligand
binding regions on target surfaces based on structural
information of the two separated moieties. Structural
information of the target may come from the experiment
and, in some cases, also the molecular simulation. Ligands
may be docked on the entire structure (like in this work) or
a putative binding site. Cluster analysis is used to group
molecular dynamics (MD) conformers and/or ligand/target
adducts into representative structures. In the EMD
approach, MD simulations may be used to relax the
structures and investigate the role of hydration. Enhanced
sampling simulation techniques in explicit solvent (here
metadynamics) allow the exploration of the ligand binding
space and the prediction of the free energy of the binding.
Comparison against experimental data, in this case
structural information inferred by NMR chemical shift
perturbations as well as with affinity measurements, allows
the protocol to be validated17

Figure 1. Chemical structure of 2-pyrrolidin-1-yl-N-[4-[4-(2-
pyrrolidin-1-yl-acetylamino)-benzyl]-phenyl]-acetamide (GN8)
considered in this work.
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proach in its bias exchange variant.26 This approach provides
the free energy as a function of several reaction coordinates
(such as geometrical distances, polar contacts, and water-
mediated interactions), which characterize the ligand both
binding to its target and dissociating from it.27–30 Although
GN8-PrPC interaction energies have been provided by
quantum chemical methods,20 no calculation of free energy
has been so far reported. As with several other techniques,24

it may allow also simulating the whole molecular recognition
process. This in turn may allow characterizing multiple
binding sites of the ligand onto the proteins surface, such as
those emerging from NMR in the 1-MoPrPC complex.

The proposed EMD protocol turns out to provide structural
prediction consistently with the NMR data and affinity, which
is in agreement with experimental data. The EMD protocol
emerges, therefore, as a useful approach to investigate ligands
sticking on protein surfaces.

Results and Discussion

In this study, we focus on the binding of the compound 1 to
the surface of the HuPrPC protein. Compound 1 is a
symmetric molecule, composed of two pyrrolidine rings
connected by acetamides to a diphenylmethane core (Figure
1). Two different conditions are considered: at neutral pH,
where experimental affinity has been measured,17 and at
acidic pH, where NMR chemical shift perturbations17 have
been used to provide information on the amino acids involved
in the binding.

We use the computational protocol summarized in Scheme
1: (i) Identification of the ligand protonation state at neutral
and acidic pH. (ii) Use of MDPs to provide a first guess of
the putative binding regions (iii). Use of MD simulations to
relax the structure in an aqueous solution (step 1 in EMD).
(iv) Use of metadynamics to predict the energetics of the
binding of 1 to the protein. (v) Use of metadynamics to
predict the binding poses of the compound (step 2 in EMD).

1. Protonation State of Compound 1. This compound
can exist in different protonation states in which none, one,
or both the tertiary nitrogen atoms of the pyrrolidine rings
are protonated (Supporting Information, Figure S2). At pH

) 7.4, at which the Kd has been measured, approximate pKa

calculations based on ref 31 (see Methods Section for details)
allow us to suggest that, in water, 1 is present not only in
the neutral form (10) but also in the monoprotonated one
(1+) (Supporting Information, Figure S2). In the latter, one
of the two pyrrolidine nitrogen atoms is protonated.

At pH ) 4.5, at which the NMR experiments were
performed, the same calculations lead us to the conclusion
that, in water, the ligand is mainly diprotonated (12+), with
both pyrrolidine nitrogen atoms protonated. Small amounts
of 1+ are also present. The calculated concentration of 10 in
bulk water is very low (Supporting Information, Figure S2).
However, one should keep in mind that the ligand-protein
binding does not occur in pure water and the influence of
the electrostatic field of the protein should be accounted for.
Indeed, simple electrostatic potential calculations (see Meth-
ods Section for further details) show an increase of the
positive charge density in the region of the protein defined
by the NMR contacts (Supporting Information, Figure S6).
This suggests that the protein environment will favor the
accumulation of neutral 10. Therefore, binding poses involv-
ing the neutral form should be considered even at an acidic
pH. Based on these results, we performed calculations on
all of the three protomers.

2. Binding Regions of HuPrPC Emerging from MDP. The
three protomers were docked independently to the HuPrPC

NMR structure and to 20 different conformers obtained from
a 20 ns MD simulations of the protein in aqueous solution.
The putative binding regions I, II, and III were identified
(Figure 2B). I is defined by the H2 helix and the loop
connecting �-sheet S2 and helix H1. II consists of the
H2-H3 helices. III is defined by the H3 helix, the N-term
of H2 helix, and the loop between H1 helix and S1 �-sheet.

Binding region I is the only site which involves residues
changing chemical shifts upon binding with compound 1,
and it is closer to all the other residues involved in the
binding.17 It was, therefore, the only one selected for
subsequent free energy studies.

The adducts for each of the three protomers docked at the
binding region I underwent 10 ns of MD calculations in an

Figure 2. (A) Residues involved in GN8 binding to the prion protein (in licorice), as emerging from chemical shift changes.17

(B) Three different binding regions (I, II, and III shown in blue, red, and yellow, respectively), as obtained after MDP procedures
(see Scheme 1). Orange spheres represent compound 1 binding aminoacids defined by the NMR chemical shift study. The
figure shows HuPrPC. This is very similar to the MoPrPC (sequence similarity ) 98%) for which experiments have been carried
out.
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aqueous solution. The ligands maintained completely (1+ and
12+) or partially (10) the pose identified in the docking (see
Supporting Information for details). Most importantly, the
structural determinants of the three protomers turned out to
be consistent with most ligand-protein contacts identified
by NMR (Supporting Information, Table S1). However, the
ligand-protein contacts with Val189, Thr192, Thr199, and
Val210 could not be predicted. The simpler docking ap-
proach, combined with the energy minimization of protomer
10, provided similar results (Figure 3 in Kuwata et al.17).

Free energy calculations were used to explore the ligand
binding space in an explicit solvent. These simulations
identified alternative binding poses for each protomer of the
ligand and predicted the dissociation free energy for 10 and
1+. The free energy simulations were performed as a function
of six collective variables that took into account rearrange-
ments of the ligand and the protein, the hydrogen-bond
contacts and the water bridges (see Methods Section). These
variables have been already used to characterize ligand-target
molecular recognition processes using the metadynamics
approach.27–30

3. The HuPrPC-10 Complex. In the lowest free energy
cluster identified by the metadynamics calculations, 10 is
located in the wide cleft formed by helices H1, H2, and
H3 (1°.B1 in Figure 3A), similar to the model proposed
by Kuwata et al. for MoPrPC.17 The contacts 10 forms
with the HuPrPC are consistent with the reported chemical
shift changes on Glu196, upon GN8 binding (Supporting
Information, Table S1), as well as with a recent quantum
chemical study.20 They are also consistent with the
chemical shift changes on Arg156, Thr199, and Val210
upon GN8 binding (Supporting Information, Table S1).
The phenyl groups of 10 form a π-cation interaction with
Arg156, and a water-mediated hydrogen-bond is present
between Thr199 and the pyrrolidine nitrogen (N1; Figure
1). The pyrrolidine ring forms hydrophiobic interactions
with Val210 (as well as with Pro158 and Thr183). The
HuPrPC-10 complex is further stabilized with a direct
hydrogen-bond between Thr190 and the carbonyl group
of 10 (O2; Figure 1). The unbound state of HuPrPC-10

system corresponds to a conformation in which the ligand
has no contact with the protein. The conformation of
Lys194 changes upon ligand dissociation (Supporting
Information, Figure S3). This is consistent with the
significant chemical shift change reported for this amino
acid.17 This contrasts with a recent quantum chemical
investigation, which points to the role of Lys194 for the
bridging conformation of the GN8/PrPC complex.20 This
discrepancy may be due to the fact that here we consider
free energies in solution, while ref 20 presents interaction
energies in Vacuo. Smaller conformational changes were
also observed for other residues present in the H2-H3
loop (res. 195-199, Supporting Information, Figure S3).
These rearrangements were not observed with the MD
calculations (see Supporting Information), possibly be-
cause they are induced during the ligand binding process
simulated here.

The unbound state of HuPrPC-10 is 5.5 kcal/mol ( 0.9
higher in energy with respect to the bound state described

previously. The ligand is not completely detached from the
protein, although it is already separated by five layers of
water molecules between the two moieties. The remaining
free energy for the complete dissociation was estimated as
the mean electrostatic interaction between the two molecules
in implicit solvent (see Methods Section). This turned out
to be -0.7 kcal/mol. Thus, we estimated the dissociation
free energy to be 4.7 kcal/mol in our simulation conditions.
Considering also the concentration of the species in the
simulation box (see Methods Section), the standard free
energy of dissociation is estimated to be 7.8 kcal/mol. This
is in very good agreement with the experimental value of
7.5 kcal/mol (corresponding to Kd ) 3.9 µM) reported by
Kuwata et al.17

4. The HuPrPC-1+ Complex. Four different stable
conformations of 1+ were identified on HuPrPC surface
(Figure 3B). In the lowest free energy state, 1+ lays along
the loop connecting helices H2 and H3 (1+.B1 in Figure 3B).
It forms a remarkable hydrophobic interaction with Thr199,
consistently with the chemical shift changes reported for this
residue.17 The amidic nitrogen atoms of 1+ (N3 and N4;
Figure 1) are hydrogen-bonded to Thr201 and Asn197,
respectively. This induces a subtle conformational change
of the Glu196 and Asn197 backbone upon ligand binding,
which may be the reason for the chemical shift displacement
reported experimentally for Glu196 (Supporting Information,
Table S1). Additionally, the neutral pyrrolidine ring of 1+

is kept by the hydrophobic cleft formed by Ile184, Thr188,
Phe198, Val203, and Met206 further stabilizing the complex.
No water-mediated interactions were observed between 1+

and HuPrPC.

The free energy difference between the bound state of
HuPrPC-1+ (11+.B1 in Figure 3B) and the corresponding
unbound state, with the corrections described above, turns
out to be 8.6 kcal/mol. This is similar to that predicted
for 10 and is in good agreement with the experimental
data.

5. The HuPrPC-12+ Complex. Five different stable
conformations of 12+ were identified on HuPrPC surface
(Figure 3C). In the most stable conformation, 12+ binds yet
in another position of HuPrPC, laying along helix H2 (12+.B1
in Figure 3C). Half of a part of 12+ is in close contact with
the HuPrPC surface in the cleft formed by Val189, Thr192,
and Thr193. Indeed, these positions were reported to interact
directly with the ligand according to NMR experiments
(Supporting Information, Table S1). Two layers of water
molecules are present between the protein surface and the
rest of the molecule, presumably due to the presence of
Lys185. In the other accessible conformations, 12+ covers
different regions of the protein surface (Supporting Informa-
tion, Figure S4). The interaction with Lys194 is conserved
in the majority of them. This result is consistent with the
chemical-shift changes of this residue upon ligand binding.17

The dissociation free energy of 12+ was not calculated as,
according to our calculations based on pKa estimations, this
protomer is not present at the conditions in which the Kd

was measured.17

In summary, the EMD protocol enables to identify
binding poses of the 1 protomers to the HuPrPC surface

2568 J. Chem. Theory Comput., Vol. 5, No. 9, 2009 Kranjc et al.



other than that proposed by Kuwata et al.17 The multiple
binding sites pattern that we observed from our simulations
(Figure 4A) provides a structural basis for the NMR
contacts (Figure 4B). The NMR contacts are observed in
distant positions of HuPrPC; in fact, they are located in
opposite parts of the protein surface.17 This result could
only be obtained when we extended MDPs with enhanced

sampling simulations. The predicted value of the Kd was
in good agreement with experiments.17

Conclusions

The integration of docking algorithms with MD based
simulations has been shown to be convenient in computer-
assisted drug design.2 We suggest here that its extension with

Figure 3. Three dimensional structures of HuPrPC in complex with 1 protomers: (A) 10, (B) 1+, and (C) 12+. These structures
correspond to the bound-state free energy minima (1°.B1, 1+.B1-B4, 12+.B1-B5), as calculated with the metadynamics method
(see Methods Section). Close-ups on the ligands and the binding sites are also shown.
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free energy simulations, based on metadynamics, is useful
to predict the adducts and the energetics of small ligands
binding to cavity-less proteins. This approach enables the
identification of the preferential ligand binding poses on
protein surfaces with their corresponding binding affinity.
This information is helpful for the subsequent improvement
of the lead compounds in drug design. Docking simulations
at protein surface sites are still in their infancy, and therefore,
our study could provide a step towards the development of
a computational protocol able to identify small organic
molecules that interfere with protein-protein interactions
occurring in the fibrillization process.

Here, we have focused on the ligand 1 (Figure 1) that
targets the cellular form of the prion protein (HuPrPC), the
main agent involved in prion diseases.17 Given the lack of
deep binding pockets along the protein structure, it is
reasonable to assume that a small molecule will not bind
specifically to a single site. NMR data indicates that this is
indeed the case.17 This data shows that, for compound 1,
there are few hot spots far away from each other on the prion
protein surface. This is a clear indication that 1 cannot bind
to a unique position. Our study shows that compound 1 can
adopt different protonation states at physiological and acid
pH, at which experiments have been carried out.

Several poses of the species most present at an acidic pH,
the diprotonated state (12+), are found at the protein surface
(Figure 3C). Similar binding sites are observed for 1+ (Figure

3B), which is present in smaller content at an acidic pH.
The neutral form (10), which also may be present at an acidic
pH, binds to a specific region of HuPrPC surface along the
shallow cleft formed by helices H1, H2, and H3 (Figure 3A).

Taken altogether, these multiple binding modes (Figure
4A) are consistent with all of the experimentally predicted
contacts between the compound 1 and the different parts of
the protein (Figure 4B).17 The lack of a unique binding site
is also coherent with the fact that different PrPC binders, such
as PrPC antibodies,32,33 molecular chaperones,15,34 and DNA
aptamers,35 may interact with different regions of PrPC

surface. The multiple-site binding pattern that arises from
our simulations might be an important facet for the anti-
fibrillization potency of compound 1, as it shows different
points for disrupting the protein-protein interactions among
HuPrP. This result could not be obtained by applying only
standard MDP protocols (Scheme 1). In fact, it was necessary
to simulate the whole binding process of compound 1 from
the solution to the protein surface by means of enhanced
sampling MD techniques like metadynamics. Most impor-
tantly, the predicted dissociation free energy turned out to
be in very good agreement with the experimental data. Based
on these encouraging results, the EMD protocol may now
be used to predict the potency of ligands interacting with
protein surfaces or target proteins without a unique binding

Figure 4. (A) Superimposition of the most populated binding poses of the three GN8 protomers: 10 (yellow), 1+ (red), and 12+

(blue). (B) HuPrPC sequence. The residues experimentally found to be involved in binding are highlighted in orange bars.17

Those emerging from the calculations are shown with the same color code as (A).
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site. These include oligomers,65 �-amyloid, as well as
R-sinucleyn66 and other unstructured proteins.

Methods

Identification of Binding Sites. The residues interacting
with 1 are located in HuPrPC C-term, for which the NMR
structure is available (residues 125-228, PDB ID: 1HJM).18

Protonation states were assigned by the web server H++36

assuming pH 7.4. Putative binding sites were identified by (i)
molecular simulations (using the GROMACS package37 and
(ii) docking procedure (using the GOLD38,39 and the Autodock
programs40).

1. Molecular Simulations. The protein was inserted into a
cubic box of water molecules, ensuring that the solvent shell
would extend for at least 0.8 nm around the system. Three
sodium counterions were added. The AMBER99 force field41,42

was used for the protein. Sodium ions were modeled with the
AMBER-adapted Aqvist potential.43 The water molecules were
described by the TIP3P model.44 The system was minimized
imposing harmonic position restraints of 1000 kJ ·mol-1 ·nm-2

on solute atoms, allowing the equilibration of the solvent without
distorting the solute structure. After an energy minimization of
the solvent and the solute without harmonic restraints, the
temperature was gradually increased from 0 to 298 K. This was
performed by increasing the temperature from 0 to 298 K in
12 steps in which the temperature was increased by 25 K in
100 ps of MD.

Constant temperature-pressure (T ) 298 K, P ) 1 bar)
20-ns dynamics was then performed through the Nosé-
Hoover45,46 and Andersen-Parrinello-Rahman47,48 coupling
schemes. Periodic boundary conditions were applied. The
final simulation box equilibrated at around 6.69 × 6.69 ×
6.69 nm. Long-range electrostatic interactions were treated
with the particle mesh Ewald (PME)49,50 method, using a
grid with a spacing of 0.12 nm combined with a fourth-order
B-spline interpolation to compute the potential and forces
in between grid points. The cutoff radius for the Lenard-
Jones interactions as well as for the real part of PME
calculations was set to 0.9 nm. The pair list was updated
every 2 steps, and the LINCS algorithm51 was used to
constrain all bond lengths involving hydrogen atoms allowing
us to use a time step of 2 fs.

The MD trajectory of prion protein alone was clustered
with the gromos method52 and as result 20 different
conformations were obtained, which were used along with
the NMR structure for docking of compound 1.

2. Docking. Titration curves for compound 1 in bulk solution
were calculated by the ChemAxon software31 showing that this
molecule is present in two protonation states at pH ) 7.4:
neutral (10) and monoprotonated (1+); while at pH ) 4.5 it exists
mostly in the diprotonated form (12+) (Figure 1 and S2). This
method has been used because it appears to be rather reliable:
in a calculation of pKa of 1000 molecules, less than 0.5%
calculations turned out to differ by more than 0.5 pH unit from
the experimental value.31 Since the acidity of compound 1 is
expected to change in the proximity of the protein, electrostatic
potential calculations in implicit solvent64 were addressed for
the prion protein in two different conditions: pH ) 4.5 for NMR

measurements conditions and pH ) 7 for affinity measurements
conditions. The electrostatic potential surfaces were calculated
using the APBS package64 and visualized with VMD68. The
calculation parameters were 0.3 Å grid spacing, 1293 meshes,
solvent and protein dielectrics of 78.54 and 40, respectively.

All three protomers underwent geometry optimization at
the B3LYP/6-31G** level of theory by means of the
Gaussian03 software (g03).53

The optimized structures, 10, 1+ and 12+, were docked to the
NMR structure of HuPrPC and to its 20 different conformations,
as obtained after the cluster analysis of the MD trajectory.

The GOLD 3.138,39 and Autodock 3.0.540 programs were
used. In GOLD, the docking area was defined as a sphere
of 3.5 nm radius around the His187, so that the whole protein
was screened. The ChemScore (CS)54 and GoldScore (GS)38

scoring functions were used for ranking. For each protomer
and scoring function, 100 docking runs were performed.

In Autodock,40 a Lamarckian genetic search algorithm was
used to identify low energy binding sites and orientations
of 1 protomers. Binding modes were ranked by a scoring
function implemented in the Autodock. A point grid with a
spacing 0.0475 nm was used. A point grid was centered to
the center of mass of the protein, its dimensions were 12.6
× 12.6 × 12.6 nm. Gasteiger atom charges were assigned
to the protein atoms using AutoDock tools. Water molecules
were excluded from the protein before docking. One hundred
randomly seeded runs were performed. The binding poses
were identified by the AClAP 1.0 clustering procedure.55

3. Hydration and Thermal Stability of 1-HuPrPC Ad-
ducts. A 10 ns MD simulation of the adducts (HuPrPC-10,
HuPrPC-1+ and HuPrPC-12+) allowed for proper hydration
of the system and identification of the collective motions
that may be essential for PrPC-ligand interactions. The
protomers were bound to the binding region I (Figure 2B).
The simulation protocol was the same as for the free protein.
For the three ligands, the gaff force field42,56 was used. The
atomic restrained electrostatic potential (RESP) charges57,58

were calculated by using the respectively module of AMBER
after geometry optimization and electrostatic potential cal-
culations of each protomer at the B3LYP/6-31G** level of
theory by means of the g03 software.53

4. Dissociation Free Energy Calculations. The dissocia-
tion free energies of 10, 1+, and 12+ were calculated using
metadynamics25 in its bias-exchange variant26 as a function of
collective variables (CVs), which should be relevant for
describing the dissociation process. CVs used in this work are:
(i) the distance between the center of mass of the ligand and
the protein binding region; (ii) the number of polar contacts
between the ligand and one portion of the protein binding region
I; (iii) the number of polar contacts between the ligand and the
other portion of the protein binding region I; (iv) the number
of water bridge contacts between the ligand and the protein
binding region I; (v) the rmsd difference of the system with
respect to an equilibrated MD structure taken from the previous
section; and (vi) the rmsd fluctuation of the residues defining
the protein binding region I. The choice of these CVs was based
on previous ligand-target interaction metadyamics studies27–30

as well as by observations based on the former MD simulations
(see Supporting Information for more details). The calculations
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do not require in principle the previous knowledge of the
protein-ligand adduct structure. However, for computational
efficiency we exploit the fact that all the target regions detected
from NMR are in the close proximity of region I. Therefore,
here we explored only this region.

Six independent metadynamics simulations were run in
parallel. Each replica was biased by different one-dimensional
time-dependent potentials, which were built as a function of
each of the collective variables defined above. Exchanges
among replicas were attempted every 10 ps using a metropolis
acceptance criterion.26 Similar setup was shown to improve the
sampling of the configurational space and the convergence of
the results.26,59–63 At the end of the different replica simulations,
the explored phase space, in terms of the six collective variables
used in this study, was clustered using the gromos method.52

The clustering radius for each collective variable was set to
0.1, 0.2, 0.4, 2.5, 0.05, and 0.02 nm, respectively. The free
energy corresponding to each cluster was then reconstructed
from the populations of clusters observed during the simulations.
The free energy value was corrected by the corresponding bias
potentials acting on that cluster as in a usual weighted histogram
analysis.62 Details on this procedure can be found in referen-
ces,59–63 and are summarized in Supporting Information together
with the converged free energy profiles.

Two reference states of the ligand-protein system, bound and
unbound, needed to be defined to provide the corresponding
dissociation free energy value. The bound state was considered
as the lowest free energy cluster. The unbound state was
considered to be a cluster showing no contacts with the binding
regions I (lowest values of CVs ii and iii) and at the same time
with a higher rmsd with respect to the initial docked structure
(highest value of CV V). Given the size of the simulation box,
the ligand is not fully detached from the protein in its unbound
state. Therefore, the residual dissociation energy of the unbound
state was roughly estimated in implicit solvent using an adaptive
Poisson-Boltzmann solver. The APBS package64 was used
with the same parameters described previously. It was estimated
as the difference in solvation energy of the complex minus the
solvation energy of each component plus the intermolecular
Coulomb interaction. The standard free energy of dissociation
was obtained by applying the following relationship: ∆G0 )
∆G - RT ln([L]), where ∆G is the total dissociation free energy
as a result of our simulation, R is the molar constant, and [L] is
the concentration of the ligand in our simulation box (i.e., 5.5
mM, corresponding to one molecule in 6.693 nm3). The standard
free energy is related to the dissociation equilibrium constant
(Kd) by ∆G0 ) -RT ln(Kd).
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Abstract: Molecules of utmost importance like DNA and RNA nucleobases are predicted to be
nonplanar by a typical ab initio method, such as second order Møller-Plesset perturbation theory
(MP2) combined with standard Pople’s basis sets. Similarly to the case of other planar aromatic
systems, these pitfalls can be explained in terms of intramolecular basis set superposition error
(BSSE) effects, induced by local basis set deficiencies. We demonstrate that conventional BSSE
correction techniques such as the Counterpoise method can account for this wrong behavior
and provide proper correction whenever spurious results occur, mainly in case of thymine, uracil
and guanine but also to lower extent for adenine and cytosine. We also show that special care
must be taken when assessing the BSSE by means of ghost-orbital calculations for strongly
overlapping fragments. Often molecular orbitals in the isolated fragment calculation have a
different orientation as in the ghost-orbital calculation. This can lead to bogus derivatives of the
CP-correction term, essential to account for geometry and vibrational BSSE effects.

Introduction

In the last years a number of studies1-10 have reported
conventional ab initio calculations at the correlated level
producing nonplanar minima for systems such as benzene,
polycyclic aromatic hydrocarbons, and other nonrigid cyclic
systems, such as the hexacoordinated carbon anion (B6C)2-.
The planar stationary structures corresponded to saddle-points
on the potential energy surface (PES) with one or more
imaginary frequencies, associated to low-lying out-of-plane
vibrational modes.

Until very recently the origin of such anomalies had not
yet been clearly determined. Martin et al.4 studied in detail
the benzene molecule and suggested a basis set superposition
error (BSSE) origin. Moran et al.6 reported a wide number
of correlated calculations combined with Pople’s basis sets

for aromatic systems that produced nonplanar minima. In
these cases, their analysis revealed a strongly geometry-
dependent two-electron basis set incompleteness error (BSIE)
which increased for nonplanar geometries. However, no
alternatives but the use of a different (more balanced) basis
set or the careful extrapolation to the complete basis set limit
were provided as a solution for these problematic cases.

Recently,11 we have offered a solution to the problem
based on the use of conventional BSSE correction techniques
which have been successfully applied to correct for BSSE
in ab initio descriptions of intermolecular complexes. We
have confirmed that the origin of the reported pitfalls arise
from local basis set deficiencies. This clearly indicates the
fact that intra- and intermolecular BSSE have common origin
and can be managed in a similar fashion. The same
philosophy has been applied very recently by Balabin et al.12

to obtain accurate energy differences for several conforma-
tions of normal alkanes.

The origin of the intermolecular BSSE in ab initio
calculations is rooted on the use of truncated basis sets
centered on the atomic positions. The interaction energy
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between two molecules is usually calculated subtracting the
energy of the fragments from the energy of the complex. In
such a calculation, the energy of the fragments is obtained
using the basis set of each fragment, whereas the energy of
the complex is calculated using the basis set of all fragments.

It is well-known that BSSE affects not only the interaction
energy of the complex but also its potential energy surface.
This translates into geometrical and vibrational effects
associated with the change of the position of the stationary
point and nearby curvature of the PES. Several examples of
how BSSE can dramatically affect the geometry of inter-
molecular complexes can be found in the literature.13-15

For a single molecule, there is no a priori problem with
the fact that atoms or groups of atoms make use of basis
functions centered on other parts of the molecule, as it takes
into account polarization and charge transfer effects. How-
ever, if the use of these external basis sets is the result of a
lack of flexibility of the fragment’s own basis set, these local
basis set deficiencies may result into spurious stationary
points and vibrational frequencies associated. One can refer
to such phenomena as intramolecular BSSE.16-20

There are several strategies to correct for BSSE21-24 but
the Counterpoise method21 (CP) is the most widely used due
to its simplicity. The CP-correction to the energy for a system
formally composed of N interacting fragments reads as

where εi
i(Rb) and εi

full(Rb) represent the energy of the i-th
fragment of the system calculated with its own basis set and
with the full basis set of the system (ghost-orbital calcula-
tion), respectively. Explicit dependence on the atomic
positions has been included to stress that the CP correction
is geometry-dependent. Also, it is worth to note that the
electronic state of each fragment must be specified in terms
of its charge and spin multiplicity. The CP-correction, applied
as an additive correction term to the total energy,25

provides BSSE corrected energies, as well as any property
that can be obtained from the total energy of the system or
its derivatives, namely, stationary points, vibrational frequen-
cies, dipole moments, etc.

In the case of intermolecular complexes, the definition of
the fragments is usually trivial; each interacting molecule is
considered as a fragment forming the so-called supermol-
ecule. This permits to obtain BSSE-corrected interaction or
stabilization energies with respect to the corresponding
fragments. Some ambiguities in the specification of the
fragments may arise in the specific case of charged inter-
molecular complexes or interactions involving open-shell
species, namely, which fragment bears the charge and which
multiplicity is to be specified. Nevertheless, such cases have
already been considered and satisfactory results have been
obtained.19

The situation is rather different in the case of intramo-
lecular BSSE correction. One must face the ambiguity of
subdividing the molecular unit into subunits from which a

BSSE-correction will be determined. This may involve the
rupture of chemical bonds, and therefore, the specification
of the electronic state of each individual fragment becomes
another source of arbitrariness. An alternative to avoid such
unsaturated fragments is to estimate BSSE by modeling the
system with a proper intermolecular complex with the same
geometry.26-28 Such approach seems to provide reasonable
results for single-point calculations but it is certainly non-
trivial how it could be applied for CP-corrected geometry
optimizations and frequency calculations.

Another possible general approach for a molecule could
be to use atomic fragments. However, the CP philosophy
might be difficult to accomplish in this case (vide infra).
Ideally, atoms ought to be promoted to the hybridization state
they appear in the molecule when determining the basis set
extension effects, and this is not a trivial task. The use of
atomic fragments also has dramatic implications with the
computational cost associated to the CP-correction, which
is roughly N + 1 times (N ) the number of fragments) that
of the uncorrected calculation. For any midsize molecule such
computational scheme can easily become unfeasible.

It is worth noting that in the case of a more involved
methodology that has proven to be very successful in
correcting for BSSE in the intermolecular case, namely the
Chemical Hamiltonian Approach (CHA), the fragments are
essentially defined by their associated basis functions so that
charge and multiplicity do not need to be specified for each
fragment. In fact, the CHA method does not rely on any
extra fragment calculations since the total energy obtained
in the calculations is already free from BSSE. The reason
for not using it in this context is that the method does not
seem to behave properly for strongly overlapping fragments,
which is the case of intramolecular BSSE (a variant16 of the
method at the Hartree-Fock level was developed some years
ago with promising results for intramolecular BSSE correc-
tion, too). Nevertheless, what one learns from an a priori
BSSE correction method such as the CHA is that the CP
method is essentially an ingenious balance error technique
that, as pointed out by Mayer,29 assumes that the energy
lowering induced by the use of external basis functions for
a given fragment within the supermolecule is the same as
the one obtained by considering the single fragment together
with the whole set of basis functions (ghost orbitals). The
more similar the electronic state of the isolated fragment is
to the local state of that fragment within the molecule, the
more appropriate the CP-correction will be.

CP-corrected calculations are nowadays carried out quite
routinely without paying much attention to the electronic
state of the fragment’s calculations. A notably exception are
Alexander and co-workers, who for a simple system like
B · · ·H2 brought up the use of diabatic states carefully chosen
in order to obtain accurate CP-corrections for different
electronic states.30 Fortunately, numerical experience so far
has shown that the CP correction is, in this aspect, quite
robust. For instance, in the case of charged intermolecular
complexes such as the protonated water dimer, quite reason-
able results were obtained using either two or three frag-
ments.19 For a genuine open-shell complex such as HF · · ·NO,
we described31 difficulties in the selection of proper ghost-

δCP(Rb) ) ∑
i

N

εi
i(Rb) - εi

full(Rb) (1)

ECP(Rb) ) E(Rb) + δCP(Rb) (2)

Intramolecular Basis Set Superposition Error J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2575



orbital states for obtaining CP-correction for different
electronic states, but the energetic differences between them
were very small.

As mentioned above, in a recent work11 we have tackled
the correction of intramolecular BSSE effects in the case of
benzene and several arenes, including charged systems such
as cyclopentadienyl and indenyl anions at the MP2 and
Configuration Interaction with Singlet and Doublet excita-
tions (CISD) levels of theory combined with standard Pople’s
basis sets. In all cases, the problems were associated with
out-of-plane bending low-lying modes for which one or more
imaginary frequencies can be found (as large as 1181i at
the MP2/6-311++G** level of theory). Simple inspection
showed that the intramolecular BSSE did not affect bonding
distances or angles (otherwise stretching and other bending
modes would have been affected). Taking this in consider-
ation, we showed that such specific intramolecular basis set
deficiencies could be solved by taking as fragments diatomic
C-H units constituting the arenes. To maintain the mol-
ecule’s symmetry all C-H fragments must be equivalent.
In the case of charged systems, careful choice of the CP
correction combining charged and neutral C-H moieties had
to be designed.

The aim of this work is to show that the anomalous
behavior observed for benzene and other arenes seems to
be in fact quite common for cyclic planar molecules with
π-systems. Here we describe a series of spurious imaginary
frequencies associated with out-of-plane bending modes for
planar stationary points of adenine, cytosine, thymine,
guanine, and uracil nucleobases (see Figure 1) obtained at
the MP2 level of theory and Pople’s standard basis sets.
Luckily, what they seem to be the most widely used basis
sets in the literature for these systems, namely 6-31G* and
6-311G*, do not present any spurious imaginary frequency
in any case. However, if a better description is needed and
diffuse functions are added to those bases, thymine, uracil
and guanine optimized planar structures can present one or
more imaginary frequencies.

These molecules, apart from being essential building
blocks of life, are especially important in the photophysics
field as they are some of the hotter molecules of the last and
present decade. The fact that these molecules can present
such pitfalls at the MP2 level is indeed more relevant as the

use of MP2 is very common in photophysics studies.13,32-35

A normal procedure in such works36-38 is to optimize ground
state structures including dynamic correlation, therefore, the
use of MP2 is rather general. In addition, Franck-Condon
vertical excitations are carried out at the ground state
minimum structure, and all subsequent studies on the excited
states are started from that point. Thus, it is essential to get
a proper starting point (ground state minimum) to perform
an accurate study as minor geometrical changes can imply
a change in the order of the states.

Another point of interest is to determine to what extent
such basis set deficiencies are localized in a region of the
molecule and whether it would be sufficient to correct for
intramolecular BSSE only locally, that is, using a specific
Counterpoise function that would take into account only a
subset of atoms of the system. This would likely be the case
of an intermolecular hydrogen bond formation or for instance
the interaction between the two ends of a long chain-like
molecule. In such cases, a local treatment may be of use not
just because BSSE correction would be irrelevant in most
parts of the molecule but also to avoid spurious effects of
the CP-correction itself. In this respect, with this paper we
also aim to show that when the overlap between fragments
is strong (i.e., when breaking a chemical bond) the electronic
state of the fragment and that of the ghost-orbital calculation
might differ, causing spurious CP corrections. Our results
indicate that in the intramolecular case it is not of utmost
importance which is the electronic state of each fragment,
but that the isolated fragment calculation and the corre-
sponding ghost orbital calculation must correspond to the
same state to obtain a proper BSSE removal.

Computational Details

All ab initio calculations have been carried out with Gaussian
0339 program. Standard CP-corrected geometry optimizations
and vibrational frequency calculations have been performed
using the automatic procedure as implemented in Gaussian
03 at the MP2 level of theory (frozen core). For special
Counterpoise function definitions we have also used our own
code, which allows us to exploit symmetry if any and also
permits the use of different specific Gaussian keywords for
each fragment calculation (with the Counterpoise keyword
the process is automatized in Gaussian 03 but all fragment
calculations share the same options).

Thymine and uracil nucleobases were optimized within
Cs symmetry. No symmetry constraint other than planar ring
was used for cytosine, guanine and adenine. An active space
including all π orbitals (10 electrons in 8 orbitals for thymine)
was used for the Complete Active Space Self Consistent
Field (CASSCF) calculations.

Results and Discussion

Let us focus first in the particular case of thymine. We have
performed geometry optimizations and frequency calculations
at the MP2 and CASSCF levels of theory for the same group
of basis sets used by Moran et al. in the benzene case (over
24 basis sets featuring Pople’s 3-21G, 6-31G, and 6-311G
families and Dunning’s cc-pVXZ basis). At the MP2 level,

Figure 1. Nucleobases considered in this study.
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we have obtained imaginary frequencies for the planar
optimized structures for 12 of the basis sets used (see Table
S1 in the Supporting Information). For particularly unbal-
anced basis sets such as 6-311++G and 6-311+G, up to
three imaginary frequencies have been found. The results
are slightly worse than in the case of benzene, as for thymine
also the MP2/6-31+G* and MP2/6-31+G** lead to spurious
results. Again, these spurious imaginary frequencies were
found in correspondence to out of plane bending low-lying
modes.

At the CASSCF level, no imaginary frequencies have been
found in any case showing that the problems could be
associated to two-electron excitations to high energy virtual
orbitals with large diffuse character. We have also performed
single-point calculations at higher levels of theory with the
6-31+G* and 6-311+G* basis sets along the (uncorrected)
vibrational mode associated to the imaginary frequency at
the MP2 level of theory (see Figure 2). In both cases, MP3
and MP4(DQ) energies produce the correct profile. The
inclusion of the triples in the MP4 energy expression leads
to a wrong profile and the inclusion of singles leads to wrong
description only for the large basis set. This is also the case
for the CCSD method, for which the energy profile is
extremely flat in the case of the 6-311+G* basis. This simple
analysis shows that these problems are not restricted to the
MP2 level and may occur even at the CCSD level. It is also
difficult to infer that the problem at the MP2 level might be
due to a convergence problem of the MPn series. To answer
these questions a much more systematic study would be
required, which is beyond the scope of the present work.

Motivated by these similarities with the benzene case, we
have attempted an analogous approach for the BSSE removal
based upon (mainly) diatomic fragments. Due to the het-
eroatomic character of the nucleobases (See Scheme 1) we
encounter, aside of C-H moieties, other units such as CdO,

N-H or CCH3 fragments. Lewis structures suggested the
use of doublet and singlet multiplicities for C-H and CdO
fragments, and numerical evidence recommended to use
triplet and quadruplet for N-H and CCH3 fragments,
respectively. The reasons behind this choice will be made
clear later on.

The structures were reoptimized according to the total CP-
corrected energy and CP-corrected frequency calculations
were performed on the CP-optimized planar stationary
structures. In Table 1, we present the three lowest vibrational
frequencies for thymine, uracil and guanine obtained for four
selected basis set cases. With the above-mentioned fragment
definition the CP procedure provided excellent results in all
cases. The imaginary frequencies were removed in the
problematic cases and no significant effect was observed for
those which showed proper behavior.

Nucleobases present less symmetry constraints than ben-
zene and other arenes considered in our previous work. Thus,
in the present case, one has more freedom to choose proper

Figure 2. CCSD and MPn energies along the vibrational mode associated to the imaginary frequency for thymine at the MP2
level with the 6-31+G* (left) and 6-311+G*(right) basis sets.

Table 1. CP-Corrected and Uncorrected Frequencies of
Optimized Planar Structures of Pyrimidine Nucleobasesa

thymine uracil cytosine

MP2 CP-correct. MP2 CP-correct. MP2 CP-correct.

6-31G* 107 106 134 135 128 128
138 139 159 156 203 202
148 153 371 369 357 358

6-31+G* 80i 71 20i 86 96 105
100 109 132 138 190 193
140 153 315 335 337 349

6-311G* 103 104 137 136 123 124
139 141 151 152 203 201
147 151 370 370 360 359

6-311+G* 160i 75 113i 93 67 108
84 108 103 137 189 193

140 151 280 342 309 359

a Imaginary frequencies are displayed in italics.
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fragments. In fact, if the basis set deficiencies would be rather
localized, one could use a Counterpoise function including
only those fragments that would be needed to correct for
such deficiencies. Accordingly, we have explored several
fragment definitions and Counterpoise functions for this
system. Some of our findings are described next.

First of all, the use of different multiplicity on the N-H
fragments has a dramatic effect on the low lying out-of-plane
mode. The reason is that, in the singlet case, conventional
ghost orbital calculations lead to a qualitatively different state
than that of the isolated fragment calculation. The explanation
is simple in terms of molecular orbital occupations. In the
singlet case the HOMO corresponds to one of the px,py

degenerate orbitals in the isolated fragment calculation.
However, in the ghost-orbital calculation, this degeneracy
is broken and the in-plane p orbital is stabilized by the
presence of ghost-orbitals (mainly of s symmetry) of the
neighboring atoms. Energetically speaking there is no
apparent problem in the energy difference between the
isolated and ghost-orbital calculations. However, if the
HOMO in the isolated fragment calculation does not happen
to have the same orientation as in the ghost-orbital calculation
artificial effects appear beyond energy correction, namely,
first- and second derivatives of the energy. This can be
visualized by comparing the difference between the two
densities obtained with and without ghost orbitals at the
Hartree-Fock level, as shown in Figure 3. The position of
the ghost-atoms is represented by semitransparent blue
spheres. The isosurface value in the triplet case is set to
0.0005. Thus, the differences are very small and partially
localized in the closest carbon ghost-atoms. Because of
BSSE-like basis set extensions, the density is redistributed
in the ghost-orbital calculation, increasing in the vicinity of
the closest atoms from which the basis functions are used
and slightly decreasing in the region close to the nuclei.
However, in the case of the singlet calculation, the density
difference between the ghost-orbital calculation and the
isolated fragment is much larger (isosurface value is set to
0.005 for clarity) and localized in the N-H unit. The typical
polarized picture suggests that the two densities correspond
to two rotated electron distributions. The inclusion of such
energy (and specially energy derivative) differences in eq 1
leads to an essentially wrong CP-correction, which has no
correcting effect on the out-of-plane molecular distortions
and introduces spurious effects on the stretching modes

associated to the N-H moieties. A similar effect has been
observed for the rather unchemical C-CH3 fragment arising
from the methyl substituent in the heterocycle. The fragment
in the doublet state exhibits a double bond between the
carbon atoms whose orientation is again strongly affected
by the presence of ghost-orbitals. Such a fragment definition
leads to meaningless CP-corrected frequencies. Of course,
these problems could be solved simply by proper rotation
of the orbitals of isolated fragment calculation, but this might
not be easily achieved in automatized procedures such as
the Counterpoise keyword in Gaussian 03, for instance. This
just shows that one must be very careful in these cases when
carrying out routine ghost-orbital calculations to quantify
basis set extension effects.

We also explored the effect of using multiplicity specifica-
tion for the C-H and CdO fragments and no noticeable
differences were observed. In the case of the C-H fragment
one might foresee similar problems associated with the partial
occupation of degenerate p orbitals in the low spin case. It
seems rather fortunate that the conventional ghost-orbital
calculation lead to a similar orientation of the SOMO orbital.

Another point of interest is to determine to which extent
the intramolecular BSSE exhibited by this system is a local
effect or not. For this we have considered separately each
fragment contribution to the Counterpoise correction and
obtained the corresponding CP-corrected frequencies. It is
worth to mention that the CP-optimization does not lead to
meaningful geometry changes with respect to the conven-
tional MP2 calculation. For instance, the largest deviation
on the internal coordinates of thymine at the MP2/6-31+G*
level induced upon CP-optimization were just 0.009 Å and
0.3° in bond distance and angles, respectively. That means
that one can reasonably obtain frequency corrections with
partial Counterpoise functions on the same CP-optimized
geometry obtained with the full Counterpoise correction,
which largely simplifies the following analysis.

At the MP2/6-31+G* level, the lowest lying out-of-plane
vibration for planar thymine shows an imaginary frequency
of 80i. The use of a CP-correction including contributions
from just one of the six fragments depicted in Figure 4 does
not lead in any case to a change in the topology of the
stationary point. The value of the imaginary frequency
decreases in all cases, reaching a highest value of 40i in the
best case, for the N-H fragment in ortho position with
respect to the C-H group (number 4 in Figure 4). Already

Figure 3. Density difference plot between ghost-orbital and isolated calculation for a N-H fragment in thymine for (a) triplet
and (b) singlet electronic states. The position of the ghost-atoms is shown with semitransparent blue spheres. See text for
isosurface values.
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when considering two adjacent fragment’s contributions at
a time one can observe a change in the topology. Using
fragments 4-5 and 3-4 in the Counterpoise function the
lowest frequency assumes values of 39 and 37 cm-1,
respectively. Nevertheless, a similar value (35 cm-1) is
obtained including distant fragments in para position like 1
and 4. Other combinations involving the C-H fragment also
provide corrections in the proper direction. With the progres-
sive inclusion of more fragment contributions to the CP-
correction the value of the lowest frequency increases
monotonically up to the reported value of 71 cm-1 when
using all six fragments. For instance, using the three adjacent
fragments 3,4,5 the value is 51 cm-1 and including all
contributions except that of the C-CH3 fragment, an almost
converged value of 63 cm-1 is obtained. With this analysis
we can conclude that the intramolecular BSSE effects were
to some extent localized around the N-H moiety in ortho
position with respect to the C-H group. However, its
removal is not enough to produce a change of topology and
contributions from adjacent C-H and CdO groups must also
be taken into account. We have also seen that contributions
from distant fragments with little chemical significance such
as the C-CH3 could be safely ignored from the CP function
if necessary. It arises from our results that BSSE effects seem
to be quite delocalized on the heterocycle and accordingly
to get a proper BSSE removal all fragment contributions
should be taken into account. Nevertheless, we do not expect
this to be a general trend for intramolecular BSSE problems.
Further studies on the determination of the local character
of BSSE effects in intramolecular hydrogen bonding situa-
tions are currently under work.

After considering the thymine case in deep detail, in the
following, we will describe the results obtained for the rest
of nucleobases we have considered.

The three lowest vibrational frequencies obtained for all
DNA and RNA nucleobases at the MP2 level with four
representative basis sets are given in Tables 1 and 2. The
CP-corrected values obtained after proper intramolecular
BSSE removal are also provided. Thymine and uracil
structures were optimized with Cs symmetry, whereas
guanine, adenine, and cytosine present a planar ring with a
NH2 group slightly out of plane due to pyramidalization that
breaks the symmetry. CP-corrected results obtained suggest
that geometrical reoptimizations might not be necessary as

only very minor changes are observed between the uncor-
rected and CP-corrected geometries. Nevertheless, all CP-
corrected frequency calculations were carried out upon CP-
optimized geometries.

Fortunately, all optimized structures using the common
6-31G* and 6-311G* basis sets were characterized as true
minima. The CP-correction (see below) did not change this
situation and in fact, the values of the three lowest frequen-
cies were obtained within a deviation of 3% with respect to
the corresponding conventional calculation.

When using diffuse functions the intramolecular BSSE
effects can be very important. Concerning the CP-correction,
pyrimidine derivatives present no special difficulties for a
proper fragment definition. They are characterized by a six
member ring and six substituents, (except for cytosine, which
has one unsubstituted position in the ring). Uracil is very
similar to thymine as they only differ by a methyl group,
which in the case of uracil is a C-H unit. Accordingly, the
results obtained for uracil follow the same tendency as those
observed for thymine. Imaginary frequencies associated to
the low lying out-of-plane mode are found for the 6-31+G*
and 6-311+G* basis sets. When no diffuse functions are
included in the basis set, the planar structures correspond to
true minima. Again, the CP-correction using the analogous
fragment definitions as in the case of thymine is able to
account for this pitfall in both cases, with very little effect
on the already correct descriptions.

Interestingly, no imaginary frequencies have been found
in the case of cytosine, despite his similarity with thymine
and especially with uracil (see Figure 1). Yet, again for the
6-31+G* and 6-311+G* basis sets the values of the lowest
vibrational frequencies are somewhat too small compared
with the results obtained with more balanced basis sets.
Hence, there are some intramolecular BSSE effects but not
to the extent of changing the topology of the planar stationary
points. In fact, cytosine shares with the other two nucleobases
the same three substituents that were observed to contribute
more to the BSSE effects in thymine. This shows again that
for such heterocyclic systems the BSSE effects are rather
subtle and delocalized. For completeness we have performed
also CP-corrected optimizations and frequency calculations
for this system. The absence of substituent in ortho position
with respect to the CdO group leads to the difficulty of

Figure 4. Intramolecular fragments used for CP-correction
in thymine.

Table 2. CP-Corrected and Uncorrected Frequencies of
Optimized Planar Structures of Purine Nucleobasesa

adenine guanine

MP2 CP-correct. MP2 CP-correct.

6-31G* 159 158 129 127
207 205 151 152
272 272 192 194

6-31+G* 126 151 55i 116
185 192 128 133
275 262 165 178

6-311G* 160 161 131 133
213 208 156 155
273 274 195 194

6-311+G* 139 150 8 113
192 195 127 131
274 276 164 175

a Imaginary frequencies are displayed in italics.

Intramolecular Basis Set Superposition Error J. Chem. Theory Comput., Vol. 5, No. 9, 2009 2579



dealing with a single-atom fragment; highly symmetric in
its isolated state but not in the presence of ghost-orbitals.
To avoid the problems described before we have considered
the N atom as a fragment in high spin state. As alternative,
we have explored also the use of a larger fragment involving
two adjacent positions of the ring, namely NC-NH2. Both
fragment definitions lead to very similar results (maximum
deviation of 8 cm-1 in the third frequency at the MP2/6-
31+G* level), and only the results from the first option are
reported in Table 1. Even though no imaginary frequencies
were observed, the CP-corrected frequencies are more similar
among the four basis sets used than the uncorrected ones.
For instance, the somewhat too low values of 67 and 309
cm-1 obtained with the 6-311+G* basis set are blue-shifted
by 40 and 50 cm-1 to a value in much better agreement with
the one obtained with the 6-311G* basis set.

Finally, the results obtained for adenine and guanine basis
sets are collected in Table 2. The molecule of adenine seems
to be the less prone to intramolecular BSSE effects. No
imaginary frequencies have been observed for the planar
optimized structures and only a slight drop of about 20-25
cm-1 in the value of the lowest vibrational frequency when
including diffuse functions has been observed. The situation
in the case of guanine is different as again difficulties are
observed specially with the 6-31+G* basis set, for which
an imaginary frequency of 55i is obtained. The value of 8
cm-1 obtained with the 6-311+G* basis set can also be
considered as spurious.

Purine bases are characterized by a heterocyclic six-
membered ring fused to an imidazole ring. Therefore, the
definition of fragments to account for intramolecular BSSE
must be somewhat different to that of the pyrimidine bases
discussed above. The Lewis structures for each molecule
show the presence of a double bond involving a C-C pair
in the edge of the two fused rings which probably should
not be broken. Following this premise, we ended up with
CdO, N-H, and CdC diatomic fragments and larger NdC-
NH2 and NdCH fragments involving the unsaturated N
atoms, which were considered in high spin state. Once again,
the results obtained are very satisfactory. For guanine, the
two wrong vibrational frequencies obtained with the 6-31+G*
and 6-311+G* basis are efficiently removed with the CP-
correction. Even in the case of adenine, where the BSSE
effects were less pronounced, the CP-correction induced a
slight blue-shift in the lowest vibrational frequencies to final
values much closer to those obtained with more balanced
basis sets. Several other fragment definitions were also tested,
for instance involving a central NC)CN fragment. The CP-
corrected results were proved to be very similar, provided
situations like those described in detail in the case of thymine
were not present.

Conclusions

We have shown that MP2 calculations combined with
conventional basis sets including diffuse functions such as
the 6-31+G* or 6-311+G* can incorrectly predict imaginary
frequencies associated to out-of-plane vibrational modes of
planar optimized structures of molecules of utmost impor-
tance such as the DNA and RNA nucleobases. Other basis

sets like cc-pVXZ and aug-cc-pVXZ seem to be less prone
to basis set deficiency problems and are more recommended
for vibrational frequencies analysis.

The origin of such pitfalls has been demonstrated to be
rooted in intramolecular basis set deficiencies, which eventu-
ally lead to intramolecular BSSE effects, similarly to the case
of benzene and other planar arenes for which such problems
have already been detected and analyzed in detail.

The application of conventional BSSE-correction tech-
niques, such as the Counterpoise method, provide once again
proper assessment and correction whenever spurious results
occur and do not produce meaningful effects in those cases
already correctly described. However, special care must be
taken when dealing with strongly overlapping fragments (i.e.,
when breaking a chemical bond). Even though our results
indicate that it is not of utmost importance which is the
electronic state of each fragment, it is very important to make
sure that isolated fragment and the associated ghost orbital
calculations must correspond to the same state with the same
orientation of singly occupied degenerate orbitals to obtain
a proper BSSE removal.
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